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This issue of the journal is dedicated to the memory of Professor Yuri
Belov.

Yuri Ya. Belov, a founder of the Krasnoyarsk School of inverse problems of mathematical
physics, died December 9, 2019

Yuri Belov graduated the faculty of mechanics and mathematics at Novosibirsk state uni-
versity. In 1970 he was assigned to work at Krasnoyarsk state university upon graduation of
doctor’s course where he held the position of assistant professor at the department of applied
mathematics. In 1971 Yuri Belov defended Cand. Sc. (Phd) thesis on the topic "Certain mathe-
matics aspects of the gas dynamics with viscosity". In 1982 he successfully defended the doctor’s
thesis "The approximation and correctness of boundary value problems for the systems of differ-
ential equations" and gotten the Doctor’s degree (Doctor of Science). In 1986 he was given the
academical title of professor.

In 1972 Yu. Ya. Belov took up his post as a head of the department of mathematical analysis
and differential equations and was at the head of it to the last days. The department was found
by professor L. A. Aizenberg as the department of mathematical analysis at Krasnoyarsk branch
of Novosibirsk state university in 1965 and renamed in 1972. All next work activities of Yuri
Yakovlevich were concerned with the science, the university and this department.

Yu. Ya. Belov is the recognized specialist on the boundary value problems for the partial dif-
ferential equations and the inverse problems of mathematical physics. He published two mono-
graphs and more then 120 research papers and methodical works. His main works are on the
unique solvability and approximation of certain boundary value problems for the systems of equa-
tions describing the ocean flows (1979); the decomposition of degenerate quasi-linear parabolic
equation (1989); inverse problems for parabolic equations (1993).

At different times Yuri Yakovlevich held the position of dean at the faculty of mathematics
and pro-rector at Krasnoyarsk state university. Hi showed exceptional talent as a teacher, admin-
istrator and scientist. Professor Yu. Ya. Belov directed his efforts towards creating good traditions
at the faculty of mathematics and then the school of mathematics and computer science. These
traditions took all the best of that Yu. Ya. Belov brought as the pupil of the schools of thought
of Novosibirsk Academgorodok and his outstanding teacher academician N. N. Yanenko.

Yuri Belov gave impetus to many young researchers which became Candidates of Sciences
and work on the doctor’s thesis. At present time his pupils I. V. Frolenkov, O.N. Cherepanova,
T.N. Shipina, A.Sh. Lyubanova, R. V. Sorokin, S. V. Polintseva work at the department of math-
ematical analysis and differential equations and continue his research. The memory of professor
Yu. Ya. Belov lives in his collegues and pupils.
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Abstract. The Ostroumov-Birikh type exact solution of thermodiffusion convection equations is con-
structed in the frame of mathematical model considering evaporation through the liquid—gas interface
and the influence of direct and inverse thermodiffusion effects. It is interpreted as a solution describing
steady flow of evaporating liquid driven by co-current gas-vapor flux on a working section of a plane
horizontal channel. Functional form of required functions is presented. An algorithm for finding all the
constants and parameters contained in the solution is outlined, and their explicit expressions are written.
The solution is derived for the case of vapor absorption on the upper wall of the channel which is set
with the help of the first kind boundary condition for the function of vapor concentration. Applicability
field of the solution is briefly discussed.

Keywords: mathematical model, boundary value problem, exact solution, evaporative convection
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Introduction

The widespread use of two-phase systems in different technologies motivates the intensive
development of the experimental and theoretical methods for studying the features of convective
flows accompanied by evaporation in the frame of various approaches [1]. Examples of such tech-
nologies are the fluidic cooling, thermal coating or drying processes etc. Full-scale experimental
elaboration and testing of the real technological systems can be very expensive and sometimes
impossible (for example, if it is expected that these systems will be used in microgravity). Thus,
preliminary theoretical investigation based on the mathematical modeling is the necessary re-
quirement and an indispensable part when solving the optimization problems of fluid technologies
and in the search for innovative technical solutions.
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Currently, mathematical models built on the basis of the Navier—Stokes and heat transfer
equations or their approximations are the most widely used ones for theoretical investigations
of the processes in the two-phase systems. These equations are the results of symmetry of the
space-time, i. e. the fulfilment of the fundamental conservation laws was implied in deriving
the equations. This fact enables to obtain the significant results in the study the problems of
the fluid flows with heat and mass transfer at the thermocapillary interfaces. We focus on the
search and investigation of an exact solution of the governing system of differential equations,
since the solution inherit basic properties of symmetry of the space-time and of a fluid moving
in the space, thereby ensuring feasibility of physical processes described by this solution.

Among possible solutions of the evaporative convection problems are especially highlighted
the Ostroumov—Birikh type solutions [1]. They take into account the presence of temperature
gradient which can appear both due to evaporation and applied outside or interfacial thermal
load. The applicability of such a class of solutions for describing the two-layer flows with diffusive
type evaporation at the interface in a horizontal channel is confirmed by a good qualitative
agreement between the experimental data and theoretical results [2]. The specific feature of
these solutions is that they allow one to test various types of boundary conditions for the vapor
concentration and temperature functions, to correctly take into account the influence of the
external controlling actions (thermal, mechanical, fluid flow rate etc.) as well as the gravity and
thermodiffusion effects [3,4].

For the first time, the problem of unidirectional two-layer flows induced by the gravity and
Marangoni forces was considered in [5]. The first results of the study the flows with evaporation
in a bilayer system based on an analogue of the Ostroumov—Birikh solution were presented in [6].
2D and 3D generalizations of the solution obtained in the framework of the evaporative convection
problem in the liquid —gas system with the sharp interface admitting the phase transition were
constructed in [7,8]. The uniform character of evaporation was considered in all the listed works.

In the present paper, an exact solution of the convection equations to describe joint flow of
the evaporating liquid and gas-vapor mixture in a horizontal minichannel under conditions of
the given gas flow rate and full vapor absorption on the upper channel boundary is constructed.
The aim of this work is to take into account an inhomogeneous with respect to the longitudinal
coordinate character of evaporation at the interface.

1. Problem statement and form of exact solution

The stationary flow of two viscous incompressible media (of the liquid and gas-vapor mix-
ture) filling the plane channel and having the common thermocapillary interface I' is considered
(Fig. 1). In the Cartesian coordinate system (x, y) the gravity acceleration vector g has the
coordinates g = (0, —g). The upper and lower boundaries of the channel y = h and y = —[ are
the rigid walls. The interface remains to be flat, it is given by the equation y = 0.

The Oberbeck—Boussinesq approximation of the Navier—Stokes equations is used to describe
the flow in each phase. In two-dimensional case the constitutive equations have the following

form:
ou ou 1 0p %u  Ou
-~ - -2 -4 2.1
wDe oSt = 1 u(axﬁayz), (2.1)
Ov v 10p v 0%
u%-l-vafy——;afy Z/(W-kayﬂ)ng(ﬂT-F’YC)» (22)

- 405 —



Victoria B. Bekezhanova. .. Solution of a Two-Layer Flow Problem with Inhomogeneous. ..

A
Y
o o ° ©
— ° °
o © o ) o o
o - o 8as - vapor mixture_ . |8
_>° ° © o °
o r 0 ° e o o °
>
s liquid
>
-l X

\ 4

Fig. 1. Flow scheme.
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or 8TX<6'T T 5<ac ac))i (2.4)

Yor Ty =X\ a2 T a2 02 T o2

The vapor transfer in the gas phase is governed by the convective diffusion equation, which is
the result of the Fick’s law [9]:

oC oC (820 0*C a<82T 82T)>

&) _p(YE Y gL 72
Yow T Ox? + Oy? 0x? + Oy?

5 (2.5)

The terms vC in (2.2) and dAC in (2.4) are taken into account by modeling of flows in the
gas-vapor layer. In equations (2.1)—(2.5) the following notations are used: w, v are the longi-
tudinal and transversal components of the velocity vector, p is the deviation of pressure from
the hydrostatic one, T is the temperature, C is the vapor concentration in background gas, p
is the density of the liquid and gas (some reference value of the density), v is the kinematic
viscosity coefficient, x is the heat diffusivity coefficient, D is the coefficient of vapor diffusion in
the gas, § is the coefficient of thermal expansion, v is the concentration coefficient of density,
the parameters 0 and « characterize the Dufour and Soret effects (the effects of diffusive thermal
conductivity and thermodiffusion, correspondingly) [10].

Let the exact solution of the governing equations (2.1)—(2.5) be of a special type, when
only the longitudinal velocity component is not equal to zero and depends on the transverse
coordinate; functions of temperature and vapor concentration have the linear components with
respect to the longitudinal coordinate:

(2.6)
C=C(z,y) = (b1 +bay)x+d(y), pi=0pilz,y).

Index ¢ denotes characteristics of corresponding fluid: ¢ = 1 relates to the liquid in the lower
layer, i = 2 regards to the gas-vapor mixture filling the upper layer. Parameters a, b; (i = 1,2;
j = 1,2) are the constants, their values will be determined with the help of boundary conditions.
Furthermore, the boundary conditions will dictate certain linking relations for the parameters.
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2. Boundary conditions

The boundary conditions will be written subject to the form of exact solution (2.6) of equa-
tions (2.1)—(2.5). The no-slip conditions are fulfilled on the fixed impermeable channel walls

(25} (—l) = 0, U2 (h) = 0, (31)
and the linear temperature distribution is prescribed on these walls
Tl (iﬂ,*l) :A1$+197, TQ (I,h) :A21’+19+. (32)

The condition for vapor concentration on the upper wall is determined by the property of
this wall to instantaneously completely absorb the vapor:

C (x,h) = 0. (3.3)

In some real physical cases the vapor absorbtion property is confirmed by a possibility of a freezing
out of the vapor. The applicability of boundary condition of such a type in this problem in frame
of 3D statement is discussed in [11].

On the thermocapillary interface I' given by the equation y = 0 the kinematic and dynamic
conditions as well as the condition of heat balance should be set [12]. The kinematic condi-
tion is fulfilled automatically in view of the form of the velocity vector components (see (2.6)).
Projection of the dynamic condition on the unit tangential vector to the interface is written as
follows:

P1V1ULy = paVolay — 07Ty =0’ (3.4)

where op > 0 is the temperature coefficient of the surface tension ¢ which linearly depends on
the temperature, o = o9 — o7 (T — Tp), 0¢ > 0 is the characteristic value of the surface tension
at a relative temperature Ty. Projection of the dynamic condition on the unit normal vector to
the interface leads to the equality

p1 = p2. (3.5)

We demand the fulfilment of continuity conditions for the tangential component of velocity
vector and temperature at the interface:

U = ug, T1 = Tg. (36)

The continuity of normal component of the velocity vector ensues from the kinematic condition.
The heat transfer condition and the mass balance equation are stated as follows:

Iille - I€2T2y — 5n2C’y|y=0 = —>\M, (37)

M = —=Dps (Cy + oToyly—0) - (3.8)

The relations include the effects of the thermodiffusion and duffusive thermal conductivity char-
acterized by coefficients v and J; A is the latent heat of evaporation. In the present paper, the
exact solution is constructed under assumption, that the evaporation mass flow rate of the liquid
at the interface linearly depends on the longitudinal coordinate:

M = M(z) = My + M,a. (3.9)

The presupposition implies that nonuniform (inhomogeneous) character of phase transition is
examined. The evaporation mass flow rate M is one of the important characteristics of the
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evaporative convection. The positive values of M correspond to evaporation of the liquid into
the gas flow; the negative values regards to the vapor condensation.

The saturated vapor concentration is defined with the help of the relation being a sequence
of the Clapeyron—Clausius and Mendeleev—Clapeyron equations [6,7,13]:

C|y:0 =Ci[1+ 6(T2|y:0 —Tp)]. (3.10)
In this equation € = Ao /(RTE), o is the molar mass of the evaporating liquid, R is the universal
gas constant, C, is the saturated vapor concentration at 7o = Ty. Equation (3.10) is valid under
assumption of smallness of the dimensionless parameter 7, (T} is a characteristic temperature
drop), that is provided by moderate values of temperature and temperature drops.

To close the problem statement the condition of a given gas flow rate is assumed to be
satisfied:

h
Q:/o p2uz(y) dy. (3.11)

Used form of the boundary conditions allows one to correctly describe the phase transition of
diffusive type. Thus, boundary-value problem (2.1)—(2.5), (3.1)—(3.11) presents the mathematical
model to simulate convection in multiphase system under conditions of weak evaporation.

3. The class of the exact solutions

The fulfilment of condition of temperature continuity (3.6) at the interface dictates the fol-
lowing equality: a® = A (i = 1,2). The value determines the longitudinal temperature gradient
presetting the intensity thermal effects on the interface, and as consequence, the intensity of
evaporation and surface tension-driven convection.

Deriving the solution of equations (2.1)-(2.5) in the form (2.6) results in the explicit expres-
sions for the required functions which define basic characteristics of the bilayer system (velocity
u;, pressure p;, temperature 7; in i-th phase and vapor concentration C' in gas layer):

2 3 4
iYL Y Y
; _ i % iZ 4 gid L277
u; (y) c3+02y+012+ 36+ 551
‘ ‘ 2 _ ‘ 2 3 o
5 6 7 g
Y Y iy iY
Ty HReg TR TR (3.12)
2 3 4 5 6 7
T; — (A 7 7 % NiL_ 4 N4 NiZ_ 4 NI N? N
(z,y)= (A+ aby) o+ ci+ chy+ 22+ 36Jr 424+ 5120+ 6720+ 71008 ’

y? y® y* y° y° y’
C(amy): (b1 +b2y)x+07 +C(3y+52? +Sg€ +S4ﬂ +Ssﬂo +SGﬁO +S7m .

Coefficients L}, L%, S;, Ki, (i = 1,2, =2,...,7,m = 1,...,8) are expressed by physical
parameters of the problem g, 5;, vs, i, pi, D, 7y, coefficients defining the longitudinal temperature
and vapor concentration gradients A, ab, b; (i = 1,2), and by integration constants c§ (i=1,2

j=1,...,5;8), cg, c7. Exact representations of the listed coefficients are given in Appendix.
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4. The common scheme for finding the governing
parameters and integration constants

Implementation of boundary conditions (3.1)—(3.11) will lead to a system of equations for
calculation of the integration constants cé- (i=1,2,7=1,...,58), cs, c7. Determining these
constants, the velocity and temperature profiles, the pressure distributions for both fluids and
the vapor concentration in the gas are calculated with the help of formulas (3.12).

Below, the algorithm for finding all the unknown parameters and constants is outlined. Let
the gas flow rate (3.11) and certain values of the longitudinal temperature gradients A, Ay (see
expression for the temperature functions in (3.12) and boundary conditions (3.2) be given.

(i) In the consequence of the heat transfer and mass balance conditions (3.7), (3.8) at the
interface a relationship relating the longitudinal temperature gradients A, A; and A is
derived. It should be noted that both boundary gradients A; and Ay can be given, then
the corresponding relation to calculate the interfacial gradient A is obtained.

(ii) Parameters by, ba, M, characterizing the flow regime (2.6), (3.9) with nonuniform evapo-
ration are determined with the help of A, As on the basis of (3.3), (3.8), (3.10).

(iii) Solving the system of the linear algebraic equations being a consequence of the no-slip
conditions (3.1), dynamic conditions (3.4), (3.5), condition of velocity continuity (3.6) and
equality (3.11) defining the gas flow rate, the values of the unknowns {ci,c}, ci} (i = 1,2)
are calculated.

(iv) Conditions determining the thermal and vapor concentration boundary regimes (3.2), (3.3),
conditions at interface setting the temperature continuity (3.6) and saturated vapor con-
centration (3.10), and heat balance equation (3.7) lead to the system of the linear algebraic
equations for calculation {c3,c2, cs} and {c}, ci, c7}.

(v) The value of My will be computed with the help of obtained values ¢ and cg.

Following this algorithm, all the required functions of the form (2.6) and the mass evaporation
rate at the interface M = M(x) in the form (3.9) are determined.

5. Concluding remarks with regard to conditions
of applicability of the solution

To use the obtained solution for describing convection with evaporation in real physical
systems, it should define conditions ensuring the correct application of the approach based on
the utilization of the exact solutions of the fluid mechanics equations in the Oberbeck—Boussinesq
approximation.

First of all, it must be remembered that the principal limitation for the use of the Oberbeck—
Boussinesq approximation is to consider the heat and mass transfer processes occurring under
moderate temperature drops. The equations of thermal-concentration convection written in form
(2.1)-(2.4) present the “diffusive” laws of the transfer of mass, momentum and energy which
adequately govern these processes near the thermodynamical equilibrium state. The moderate
temperature drops, in turn, result in small variations of concentration. The latter ensures the
correct using of the Fick’s law written in form of convection-diffusion equation (2.5) and interface
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boundary condition (3.10). These requirements concerning quantitative changes in temperature
and concentration in the system allow one to consider the processes of phase transition as the
diffusive ones, and consequently, to believe that we deal with “weak” evaporation. It means that
the phase transitions induced by critical thermal loads as, for example, while boiling are not
considered.

The second point is to regard the flows with small velocities. It allows one to suppose that the
gas in two-phase systems under study is an incompressible medium. It is worth to noting that for
the mini- and microscale fluidic systems this assumption is quite justified [14]. Simultaneously,
the requirement concerning the scale of the system is the condition when the Ostroumov—Birikh
type solution gives plausible description of all the basic characteristics for a two-phase system
with evaporation through the sharp interface [6].

Finally, taking into account the character of dependence of the temperature and vapor con-
centration functions on the longitudinal coordinate x specified in (2.6), one can conclude that
these functions will grow with growth of x. Then, according to the given physical interpretation
of solution (2.6), it will give appropriate (physically feasible) results if the convective regimes are
considered in the domain of finite size. One should control the values of C' function; they cannot
be more than 1, since we treat this function as mass fraction of the evaporating component in the
background gas. If its values becomes more than 1, it will immediately mean, that the solution
gives “purely mathematical solution” of the boundary-value problem under consideration.

Appendix. Formulas for calculating the coefficients
in expressions (3.12)

Coefficients LY, Li:

Bra BrLA
pp=901% g 908 g2 9 ga2 by L2 = L (ByA+Aby).
12 vy V2 V2

Coefficients N, Ni, Ni, Ni Ni Ni:

1\2 A 1 1 A 2
N71 _ 9P (az) 7 Né _ 5951 (127 Ng _ (gﬂl( ) i 3a§c%> 7
ViX1 V1X1 X1 141
1 1 1 1.1 1 1 1 1.1 1 A, 2 g 2
Ny =— (Ac1 + 2a2c2) , Ny =— (A02 + a2c3) , Ny =—c3, N7j=DBy— (/82(12 + ’be) ,
X1 X1 X1 %)

Ng = 5L [Br (5203 +9b2) + 4B (BaA +9b1)] . NF = Bil (B4 +7b) +3Bc),
NI = B1¢? +2Boc3, N2 = Bici 4+ 2Byci, Ni = Bici.

Coefficients S7, Sg, S5, S4, S3, Sa:

_9 2 b2 _
S7 = vy (B2a3 + vb2) (D aBz) ;

Se = A [(% - aB1> (ﬁZag + ’Yb2) +4 (ll); - aB?) (B2A + 'Vbl)] J

b b
S5 =2 [(5 - aB1> (B +b1) +3 <1§ - a32> cg] ,
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by bs
Sy = (D—aB)cl+2<D—aBg>c2,
b b b
<D1 — ozBl) c% + <5 — aBg> cg, So = <5 — aBl> cg.

Coefficients dj, db, di:

S3

dy = prghias, dy=p1ghA, di = pivicy,
d? = 2 by, d?= A by, d?= 2
3 = p2gfaaz + pagybe, d3 = pagBaA+ pagybi, di = pavacy.

Coefficients K}, K%, Ki, Ki, Ki, Ki, K, Ki:

Kl — 1 (gBiab)’p Kl — i (981)°m a
871008 miy1 7T 144 i >
L gBip1 (gBi(A)? 1 gBip1
K} = 20 " + 3aict Ki = 2 (Act + 2a}c3)

1 1
Ki — ,gﬂlﬂl (A —|—a203) K?} — 951P1A 1 K21 = 95101017 K11 — gﬂlplcé;
6 X1 2 X1
K§ = L_g¢a (B2a3 + vb2) | B2(B2 — o) + 202
1008 1 D)
1 92P2 'Ybl
KZ = 720 s [(52512 Yb) | B1(B2 — ay) + ) +
b2
+4 (ﬁ2A+7b1) BQ(BZ —0[’}/)4— f ],
K§ = L9P2 T (ByA +by)  By(Ba — ) Bs(Ba — ay) 7b2 2
6 120 12] D 1>

1 b b
K3 = 219P2 [(Bl (B2 —ay) + VDl> ¢ +2 <B2(ﬁ2 —ay) + WD> C%} ;

K5 = o | (Ba(Be - o)+ T ) o (Bata - e + 2 &

1 vby
K3 = 9p <Bl(52 —ay) + ) 3, K3 =gPapaci + gypacs, K7 = gBapaci + gypacs.

D
DA — X2(5b1 Da% — X2(5b2
H B - = .
A T Dl —ad)’ 2" Dya(l— ad)
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Pemnienne 3amaqm o ABYXCJIOITHOM Te€YEeHUHU C HEOIHOPOIHBIM
ncHapeHneM Ha TepMOKAIIUJIJIIPHON I'paHUlle pa3jaea

BukTopus B. BekexxanoBa
WNucruryT Beraucianresbaoro mogenuposanns CO PAH
Kpacnosipck, Poccuiickas Pejrepariust

Oabra H. I'oruapoBa
Aurraiicknii TOCYJapCTBEHHBIN YHUBEPCUTET

Bapmnayn, Poccuiickas @enepartus

Nnbsa A. Illedep

Cubupckuit deepaabHbIil YHIBEPCUTET
Kpacnosipck, Poccuiickas Pejrepariust

Awnnoranusi. B paMkax mMaTeMaTHIecKoOi MOJE/H, YUIUTHIBAOIIEN HCIapeHre Ha MexK@a3HON TpaHu-
Ile ¥ BJHUAHWE TPSMOro W 0OpaTHOrO TepMOAnddy3nOHHBIX 3PDEKTOB, CTPOUTCS AHAJOT PEIIeHUs
OcrpoymoBa—Bupuxa Juist ypaBHEHUIT TEPMOKOHIIEHTPAI[MOHHOM KOoHBeKnmu. [losrydenHoe perenve uH-
TEPIPETUPYETCsI KAK PEIeHNe, OMUCHIBAOIIEE YCTAHOBUBIIIEECST TE€IEHNE UCTIAPSIIONIENCs X KUIKOCTH, YBJIe-
KaeMOi CIIyTHBIM T'a30IapOBBIM IIOTOKOM, Ha pabodeM ydIacTKe IIOCKOTO TOPU30HTAJIBHOTO KaHasa. [1pu-
BeJIeHbI TOYHBIE [IPEJCTaBJIeHUsI NCKOMBIX GyHKImi. Onrcan aJropuTM OIpeiesieHusi KOHCTAHT U Hapa-
METPOB, KOTOPBIE COJIEPYKUT PeIleHre, BBIMUCAH WX SBHBIA BUJI. PerneHne mocTpoeHO mjis ciaydas ab-
cop0bIuu mapa Ha BEPXHEH CTeHKe KaHaJja, KOTOpoe 3aaéTCs TPAHUYHBIM YCJIOBUEM MEPBOTO POJA JJIst
dyHKIMK KOHIEHTpaImu napa. Kparko obcyzkiaercs 06J1acTb IPUMEHUMOCTH [TOJIYY€HHOI'O PeIleHus.

KuroyeBbie ciioBa: MareMaTHYeCKas MOZEeJIb, KpaeBad 3aJavda, TOYHOE PEIIeHne, nCuapuTejgbHad KOH-

BEKITUA.
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Introduction
In this paper we discuss inverse problems for the pseudoparabolic diffusion equation
(vu +nMu); + kMu+ gu = f. (0.1)

Here M is an elliptic linear differential operator of the second order in the space variables,
v > 0 is a constant, the coefficients 7 and k& depends on t, the functions g and f depends
on t, x. We establish the regularity of the strong solution of two inverse problems for (0.1)
with unknown coefficients n and k& dependent on t under the Dirichlet boundary condition and
additional integral boundary data akin to the conditions of overdetermination considered in [5,6].
An exact statement of the problems will be given below. In [6], the regularity of the strong
solution was investigated for the inverse problem on finding an unknown coefficient k(t) with
given constant 7 and function g(¢,x) in the sense that the smoothness of the solution increases
with increasing the smoothness of the input data. In this paper by the regularity of the solution
is meant its continuous dependence on the input data of the inverse problem. The regularity
of solution, as used here, was established for the inverse problem of finding an unknown lower
coefficient g = ¢(t) in equation (0.1) [7].

In [5,6], following the idea of [9] the existence of the strong solutions of the inverse problems
was proved by reducing the inverse problem to an operator equation of the second type for the

*lubanova@mail.ru
© Siberian Federal University. All rights reserved
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unknown coefficient. It was shown that the operator of this equation is a contraction on a set
constructed with the use of the comparison theorems for pseudoparabolic equations.

Applications of such problems deal with the recovery of unknown parameters indicating phys-
ical properties of a medium (the heat conductivity, the permeability of a porous medium, the
elasticity, the absorption (also known as potential) in the diffusion etc.). An exact statement
of the problem will be given below. Since the natural stratum is involved, the parameters in
(0.1) should be determined on the basis of the investigation of its behavior under the natural
non-steady-state conditions (see [1,12,13] for more details). This leads to the interest in studying
the inverse problems for (0.1) and its analogue.

The study of inverse problems for pseudoparabolic equations goes back to 1980s. The first
result [11] refers to the inverse problems of determining a source function f of equation

(u+ Lyu)e + Lou = f (0.2)

in case L1y = Ly where L; and Ly are the linear differential operators of the second order
in spacial variables. We should mention also the results in [2,8] concerning with coefficient
inverse problems for the linear equation (0.1). In [8], the uniqueness theorem is obtained and an
algorithm of determining the coefficients of Ly is constructed. In [2], the solvability is established
for two inverse problems of recovering the unknown coefficients in terms w (the lowest term of
Lou) and u; of (0.2). In [10], an inverse problem of recovering time-depending right-hand side
and coefficients of (0.2) is considered. The values of the solution at separate points are employed
as overdetermination conditions. The existence and uniqueness theorems are proven for this
problem and the stability estimates of the solution are exposed.

The paper is organized as follows. Section 1 discusses the statement of the inverse problems.
In Section 2 the regularity of the solution is investigated for the problem on recovering an
unknown coefficient k(¢) in the second order term of the equation (0.1). Section 3 is devoted
to the regularity of the solution to the problem on identification of the leader coefficient 7(t)
in (0.1).

1. The statement of the problems

Let Q be a bounded domain in R" with a boundary 992 € C?, Q be the closure of Q. T is
an arbitrary real number, Q7 = Q x (0,7) with the lateral surface St = (0,T) x 9Q, Q is the
closure of Qr and the pair (¢, ) is a point of Qr.

From now on we keep the notations: (-,-)g is the inner product of R"™; || - || and (-,-) are
the norm and the inner product of L?(Q2), respectively; | - ||; is the norm of Wi(Q), j = 1,2
and (-,-), is the duality relation between WJ () and Wy (€); || - ||,/2 is the norm of W2 (69),
p=13.

We introduce a linear differential operator M = —div(M(z)V) + m(x)I where M(z) =
(mi;(x)) is a matrix of functions m;j(x), 4,5 = 1,2,...,n; I — the identity operator. We also
keep the notation

<MU1, v2>M = / (M(x)Vv1, Vug) g + m(z)vive)de
Q
for vy, vy € W2(Q) and assume that the following conditions are fulfilled.
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L. mgj(x), Om,j/0x; ,4,75,1 =1,2,...,n, and m(z) are bounded in 2. Operator M is elliptic,
that is, there exist positive constants m; and ms such that for all v € W} (Q)

millell? < (M), < maflel}? (L1)

II. M is a selfadjoint operator, that is, m;;(z) = mj;(z), i, =1,2,...,n for x € Q.
In this paper we are studying the inverse problems of recovering unknown coefficients of the
equation (0.1) with the initial data

(vu +nMu)|i=o0 = Up(z), (1.2)
and the boundary condition
ulaq = B(t, x). (1.3)
We investigate the regularity of the solutions of two inverse problems.

Problem 1. For v = 1, given functions g(¢, x), f(t,z), Us(x), B(t, x), w(t, z), ¢(t) and a constant
n find the pair of unknown functions {u, k}, k = k(t), satisfying the equation (0.1), the initial
data (1.2), the boundary condition (1.3) and the condition of overdetermination

0 0
/ {nut +ku}w(t,x)d5+k‘ap1(t) = o (t). (1.4)
0 N
Problem 2. For v =0, k = 1, given functions g(¢, x), f(t,z), Us(z), B(t, x), w(t, x), ¢(t) and real

constants 1, po, find the pair of unknown functions {u, n}, n = n(t), satisfying the equation (0.1),
the initial data (1.2), the boundary condition (1.3) and the conditions of overdetermination

/BQ {(nﬁa.flif)t * e?zlxtr}”(t’x)ds + 1 (t))e = a(t), (1.5)
no | %w(o,x) ds + i (0) = pia. w6)

0
Here N (M(2)V,n), n is the unit outward normal to the boundary 9.

If w = 1, then the integral conditions (1.5)—(1.6) means a given flux of a liquid through the
surface 0f), for instance, the total discharge of a liquid through the surface of the ground. Similar
nonlocal conditions were applied to control problems in [3].

We introduce functions a(t, ), b(t,z) as the solutions of the Dirichlet problems

Ma=0 inQ, a’aﬂzﬂ(t,x); Mb=0 in{, b|aQ=w(t,x)7 (1.7)
(t) = (Ma,b), ;. F(t,z)=a;— f(t,) +g(t,z)a,

U = Ma,b D, = t
tgﬁ};ﬁ a,b) prs P1 tgf&’}]%()’

2. The regularity of the solution to Problem 1

By the strong solution of Problems 1 is meant the pair {u, k} € C([0,T]; W2(2)) x C([0,T))
satisfying the equation (0.1) almost everywhere in Qr and the conditions (1.2)—(1.4) for almost
all (t,:r:) € Sr.
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In addition to the notations of Section 2 we introduce the function h” (¢, z) as the solution of
the Dirichlet problem
R+ nMh" =0 1in Q, hn’an = w(t, ), (2.1)

and the notations

B(t) = po(t) — g (Mag, b7,y + (f(t2) —ap,h7), 3" = max ().

The existence and uniqueness of the strong solution to Problems 2 is established by the
following theorem [6].

Theorem 2.1 Let the assumptions I-111 be fulfilled and n be a positive constant. Assume that
(i) f € C((0,T]; LA(Q)), B € C1([0, T); W5"(00)), Up € LX(Q), g € C(@Qy),
w e C([0, T W32 (00), 1 € C1([0,T1), 2 € C((0, T));

(ii) f, Ug, B, w, p1 are nonnegative and
/ h"dx > hg = const >0, t€[0,T];
Q

(iii) there exist positive constants a;, i = 0,1,2, such that ag, a1 <1, ap+ 1 < 2,
(I—ao)pi(t) + (1 — o) U(t) 2 az, t€0,T],
x(0) 4+ a(0,z) — Up(z) =0 for almost all x € §,
g(t,2)x(t) + X' () + F(t,z) >0 for almost all (t,z) € Qr,
where .
) = n(awpr(t) + anto) [ [ wras]

(iv) for any t € [0,T)

P"(t) = @ = const > 0
holds and g(t,x) satisfies the inequality

n

o B -1
max g(t,z) < 2 { + 0 + 1 ! max a,h"}
nax g(t, ) |7 U [O)T]( )

Qr

ko
o

Then Problem 1 has a unique solution (u,k) € C([0,T]; WZ(Q)) x C([0,T]). Moreover, the
estimates

0 <ult,x) < x(t) +at,z) for almost all (t,z) € Qr, (2.2)
lall} + el < C1, t € (0,7 (2.3)
are fulfilled and the coefficient k(t) satisfies the inequalities
Ko <k(t) < Ky (2.4)
with some positive constants Cv, Ko and K.

In the hypotheses of Theorem 2.1 the strong solution of Problem 2 depends continuously on the
input data of the problem.
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Theorem 2.2 Let the pair {u',k'} be the strong solution of Problem 1 with n > 0 and the
input data {f;, i, Bi, Ud, wi, 04, b} satisfying the hypotheses of Theorem 2.1, i = 1,2. Then the
estimates

ooy < Ca{ - Ieallcomy + Kaliealleqoy + 1ol +

+ e (171418220 + 1Bllyzon +18lo@ +180mon) f - @25)

nwm@ﬂwwm><x{—Wﬂa0T+kuwmxmq+wmu
i (1714 18z 0m) + 1Belhygroom + 180 + 18wz | (26)

are valid for the difference {u, k} {u! —u? kY — K2} with certain positive constants Cy and Cs
U)h@?"@gDJ 80] 90373_1 2 UO_UO U075 51 52;f fl f2}g_gl gg,W—W1—WQ

Proof. The difference {@, k} obeys the relations

{ iy 4+ My + k' ()Mt + g1 = f — gu® — kMu?, o
2.7

(U+77MU)’t 0_0(% ﬂ‘ST:B’
and the condition

0 0
/ {8N [nut + k' + ku ]wl + 7N [nut u 2] }dS + cplkrl + <p1k: = Pa. (2.8)

Multiplying the first equality of (2.7) by % —a in terms of the scalar product of L?(12), integration
by parts in the second and third term of the left part and in the last term of the right side of
the resulting relation gives
10 2 L ey~ 1 N L ey~
55 (T =l + (M (@ — ). @ —a) ) + K O M (@ - a)|> + (9@ — @), 5 — @) =
= (f.a—a) - (§u’, 7 — &) — k(Mu®, @ — a).

Integrating this equation with respect to ¢t on (0,7), 0 < 7 < T, and estimating the right part
with the help of (1.1), (2.2)—(2.4) and the Cauchy inequality one can obtain the estimate
T T2 7 _ . 91~
a2 _ _ e 2 2 2 912
= a4 i@ @, - < [ |2 (117 + Nl + Callal ) + 5l e

+WM+MW+qumwt<m>

where g1 = ||g1l.@,)> @ = a(0,z). Furthermore, multiplying the first equality of (2.7) by Ma
in terms of the scalar product of L?(2), integration by parts in the first term of the left part,
integrating the result with respect to ¢t on (0,7), 0 < 7 < T, and estimating the right part with
the help of (1.1), (2.2)-(2.4), (2.9) and the Cauchy inequality we can get the estimate

1/2

t
|mb<@{A[am@m+mu%mﬁwmﬁwmam+mﬂ“} ’

+ 1Tl + collallwzq)- (2.10)
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Here ¢ is the constant in the inequality
[ — all2 < col| M| (2.11)

following from the second energy estimate for an elliptic operator [4, Ch. 2]; the constant Cy > 0
depends on 7, my, me, Ko, K1, T, C1, ||9iHC(§T)’ 1 =1,2. In a similar manner, multiplying the
first equality of (2.7) by M, in terms of the scalar product of L?(Q), integrating by parts in the
first term of the left part, rearranging the third and fourth terms to the right side of the result
we are led to the equation

(g — @y, Mig)1 + 0| Mag||? = (—ap — k' ()M — gra + f — gu® — kMu?, M)

whence it follows by (1.1), (2.2)—(2.4), (2.9)—(2.11) and the Cauchy inequality that

il < o . [1allwsion + ladwso + 171+ [l + 100l +

+ |k| + |:/Ot|];’2d7':| 1/2}. (2.12)

The positive constant C depends on n, my, mo, Ko, K1, T, C1, Cy ||9i||C(§T)v 1=1,2.

On the other hand, as is shown in [6], following the idea of [9] we can reduce Problem 2 to
an equivalent inverse problem with a nonlinear operator equation for k(t). Really, let h} be the
solution of the problem (2.1) with the boundary data w; instead of w. Multiplying (0.1) for u?, k*
by h7(t,x) in terms of the inner product in L?(f2), integrating by parts twice, substituting (1.6)
into the resulting equation and taking into account (2.8) and the fact that

n 7
[ 0030 2o = M 8 e ) + K W0 + @ (e, ),
20 ON Ui
we obtain
BO(AO + 10+ 2= WD) =810~ (g b)), =12 (203

where Wi(t) = <Mai,bi>17M, PI(t) = ph(t) — g (Maig, bi)y pp + (fi — a;t, h}), the functions a;
and b; are the solutions of the problems (1.7) with the boundary data 8; and w; instead of 5 and
w, respectively.

Setting up the difference of the operator equations (2.13) for ¢ = 1 and i = 2 we are led to
the equation

~ 1 ~
k(t) (s@i R ul,hl’)) = ®" — (g1@, hY) — (gu®, hY)—
- - 1 1 5
—(gou®, A7) — K2 <¢1 + U+ ;(a — @, h{) + 5((12 - u2’hn)>,

where @ = a; — ag, ®" = ®7 — &I, h" = b — hll, U = ¥, — U,. Estimating the right side of
this equation with the use of (2.2)—(2.4), (2.9) one can obtain the inequality

|| < Co [Ildtlh +lall + 1ol + 1271+ 11+ 13l e + 100l + IIdoH]+

1/ ) T
+a—2(lapzl+K1\s01|)+C7/ |k|2dt,  (2.14)
0
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where positive constants Cg, C; depends on Ky, Ky, n, T, mi, ma, Ci, ng'”c(ﬁ)a D1,

maxeo,7) { asll, llawll, |b:ll, | /il }, i = 1,2. By Gronwall’s lemma and the inequality

[vll; < (2.15)

cj||U||WZJ'*1/2(aQ)

valid for all v € W () and an integer j > 1 (see [4, Ch. 2]), (2.14) implies (2.5). Now the
estimate (2.6) follows from (2.5), (2.10), (2.12) and (2.15). Theorem is proved. O

3. The regularity of the solution to Problem 2

By the strong solution of Problem 2 is meant the pair {u,n} € C*([0, T]; WZ(2)) x C1([0,T))
satisfying the equation (0.1) almost everywhere in Q7 and the conditions (1.2), (1.3), (1.5), (1.6)
for almost all (¢,x) € St.

The existence and uniqueness of the strong solution to Problem 2 is established by the fol-
lowing theorem [5].

Theorem 3.1 Let the assumptions I-II be fulfilled and 02 € C%. Assume that

i) feC(o,T]LA(R), 8 e CH0,T]; W'*(89)), Us € LX), g € C(Qr),
w e CY([0,T); Wi'?(09)), ¢1 € CH([0,T)), g2 € C([0,T));

ii) f, Uy, B, w and 1 are nonnegative, g < 0, ug >0 and ¢1(0) = pq;
iii) ¥(t) > 0 and there exist a positive constant « such that
1)) +P() >, tel0,T], (3.1)
D(t) = pa(t) — W(t) + (f,0) = 0.
Then Problem 2 has a unique solution {u,n} in the class
V = {{un}| ue CH0,TEWE®), n e CH(0,T)}.

Moreover, there are positive constants ng and 1y such that for all t € [0,T]

no < n(t) <m (3.2)

and the estimates
'] < Cs, (3.3)
ullz + [[uell2 < Co (3.4)

holds with certain constants Cg and Cg.

In the hypotheses of Theorem 3.1 the strong solution of Problem 2 depends continuously on the
input data of the problem.

Theorem 3.2 Let the pair {u',n'} be the strong solution of Problem 2 with the input data
{fi,9i, Bis U, wi, @ 0b, b, ub} satisfying the hypotheses of Theorem 3.1, i = 1,2. Then the
estimates

I7illc o,y < Clo{||¢1\|cl([o7T}) +lIg2lloqo.m + 100l + 13l e, + liel+

+ e (1714 180272000 + 18 r20m) + 18027200y + 12200y ] o (85)
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a@ller o, rrwezca) < Cn{||951||cl([o,T]) +1@2llcqory + 100l + 13l o) + 2]+

+ s (171418l oy + 1Bz + 180w2rm0m) + 10wz 2my ) | (36)

are valid for the difference {u,7} = {u! —u?,n' —n?} with certain positive constants Cio and
Ch1 where again @; :(p}—(p?, i=1,2, U :Uol —Ug; B=p1—0B2 f=fi—Ff2, §=01— 92,
w= w1 — W2.
Proof. The difference {@, 77} obeys the relations
(mMa), + Mi+ g1i = f = gu® — (RMu?),
~ _ o ~ - (3.7)
(nlMU)’t:O =Uo = (1Mu )|t:0’ u|sT =5,

and the conditions

[ el Gty i + [P+ 2] b + Giobhe+ P =

2
[, (et 2iehe
oQ

t
Multiplying the first equality of (3.4) by exp ( Ik (T}l(T))_ldT) , integration with respect to ¢ from
0

+ ' (0) + uin(0) = fia.
t=0

0to 0, 0 <0 < T, and solving the resulting equation for M gives

v (-5 [0 (- [ )

— AMu® + /09 n;zt) Mu? exp (— /te nld(:))dt}. (3.8)

Furthermore, multiplying this equation by @—a in terms of the inner product of L?(f2), integrating
by parts in the left side of the resulting equation and estimating the right one with (3.2), (3.4)

one can obtain the inequality

T t
||a||1<012{||a|c<[0,w21<m>+||Uo||+ / (||f+||§||c(9))dt+< / |77|2d9>} (3.9)

where the constant C12 > 0 depends on mq, T, ¢y, ||91||C(§T) and the constant msz > 0 from the
inequality
[ Mvl|2 < mal|v]2 (3.10)

valid for all v € WZ(Q). Now we estimate the left and right sides of (3.8) in the norm of L?(Q)
with the use of (2.11), (3.2), (3.4). Taking into account (3.10) we get

0 0
lills < alls + coll Ml < l1allo + clg{nUon + [0+ ale@)ar+ i+ | Iﬁdt}+
0
401 [Nl
0
whence in accordance with Gronwall’s lemma
T t
[all2 < 014{||51||C([0,T];W22(Q)) + | Uoll +/0 (ILf11 + ||§||c(§))dt+/0 |77|d9}- (3.11)
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Here the positive constants Cy3 and C14 depends on 19, T, m3, cg, ||g1||C@T).

On the other hand, it is shown in [6] that following the idea of [9] one can reduce Problem 2
to an equivalent inverse problem with a nonlinear operator equation for 7¢(t). Really, let us
multiply (2.4) by b in terms of the inner product of L?(Q2) and integrate by parts twice in the
second and third terms. In view of (1.5)—(1.7) we have

d . . ,
P (0" (e} +9)) = ' (Mag, bir), = ®; — (giu', by)

where ®; = ®;(t) = ¢b(t) — ;(t) + (fi,b;), the functions a; and b; are again the solutions of
the problems (1.7) with the boundary data 8; and w; instead of 5 and w, respectively. By (1.5),

t

multiplying this equation by (;(¢) = exp ( - <Mai7 bir>1(30§ + \I/i)*ldT) and integration with
0

respect to ¢ from 0 to 0, 0 < 6 < T gives

0
1 (0) (£1(0) + 2:(6)) Gi(6) = 0" (0)(1(0) + ¥(0)) +/O [@; — (gou', b)) Gidt, i=1,2. (3.12)

Furthermore, we multiply the second relation in (3.7) by b;(0,z) = b?(x) in terms of the inner
product of L%(f2) and integrate by parts twice in the resulting equation. Taking into account
(1.3) for t = 0 and (1.6), we obtain

n'(0) (i + Wi 0)) = piz + (Ug, ), i=1,2 (3.13)

Substituting (3.13) into the operator equation (3.12) and setting up the difference of the
resulting equations for ¢ = 1 and 7 = 2 we are led to the equality

7(0) (#1(0) + W1(0) 1 (9) = =12(0) | (21(6) + #(8)) 1 (0) + (3(6) + Wa(0)) C(6)] +
+ fig + (Uo, 09) + (U2, %) + / (gu',b1) — (920, b1) — (gou?, I;)} ¢ dit+
+A[%—@ﬁ@ﬂﬁt (3.14)

. . . t
where ¢ = (1 — (o, b0 = 0] =09, & = &y — Py Let y;(t) = [ (Mai,bir) (@} + ;) Hdr, i =1,2.
0
By (3.1) and the definition of functions ¢, a and b,

- Yy2(t) t - -
=]/ o €] < explma O i~ el < Cs [ Wl 150+l + 18] dr. (3,19
y1(t =5 0

The constant C15 depends on ma, H(pi”c([o,T]), maxyeo,7] {HaiH, ][, ||bit||}7 1 = 1,2. Estimating
the right side of the equation (3.14) with regard to (3.2)—(3.4), (3.9) and (3.15) one can obtain
the inequality

7] < 016{H<P1||C([0T) +lalleqorws @y + 1lor o,y + izl + 1001+

t
Hizzllqomy + 1Flzeen + lileqgyy } +Crr [ lildr
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which implies by Gronwall’s lemma that

7] < Clﬁec”T{H%Hc (@o.1)) + ldll cqo,mywr ) + IBllerqoryws oy + izl + 1 Toll+
+ I@2lloqory + 1 fl2@n + 13lo@, }- (3:16)

Here the positive constants Cig and Cy7 depend on ng, 1, T, ma, Cy Ci4, Cis, ||gi||C@T),

Ieillcqo,r, maxeeo,r) {llasll, llazell, 1101, [1bzell, I1.fill }, @ =1, 2.

We are now in a position to obtain the estimates for 7/ and ;. Solving the first equation
of (3.7) for Mu; and estimating the right side of the resulting equation with the use of (2.11),
(3.2)—(3.4), (3.10), (3.11) yields

lille < ez + Cus {100l + masx {Nalla + 171+ i} + o, + 71} (317

where the constant Cig > 0 depends on mg, 19, T, cg, Cs, Cy, Ci4, ”ngC@T)' Furthermore,
differentiating (3.14) and estimating the right part of the resulting equation with (3.2)—(3.4),
(3.9) and (3.15) we are led to the relation

7l =] = () + (@))G+ (o + W] = @) @1+ D)6+ (63 + wa)] -
=12 [(@1+ )G+ () +0)C + (1 + D) + (9 + W) | + (2 = (g, b))+
+[&— @u b0) — (. b) — (920®.B] 6 (0h + 2006) ™ < o181l oy + 1001+
Hlealleqory + 19lo, + max 171+ 1l + Bacl + 1Bl + B} +12] - (319)

Here the positive constants Ci9 depends on 19, 11, T, ma, Cy Ci4, Ci5, Cig, Ci7, ||g,»||C@T)

et llero,ry, maxeeor) {llaill, lasell, [1oall, [1baell, [ fill }, ¢ = 1,2. By (2.15), the inequalities (3.16)
and (3.18) imply (3.5). Now the estimate (3.6) follows from (2.15), (3.11), (3.16)—(3.18). O
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PerynspHocTh pernenuii oOpaTHbBIX 3aJ1aY JIJIsl TIceBaOoIIapado-
JNYECKNX yPABHEHUI

Amnna I11. JIrobanoBa
Cubupckuii delepalibHbli YHUBEPCUTET

Kpacnosipck, Poccuiickas @eneparnys

Awnnoranus. B pabore o6cy:K1aeTcsi peryisipHOCTDb PellleHnii 06paTHBIX 3824 OTBICKAHUsI HEU3BECTHO-
ro K03 duImenTa, 3aBUCAIIETO OT BPEMEHH, B IICEBIONAPAOOINIECKOM YPABHEHNN TPETHErO MOPSIKa IO
JOTIOJTHATETFHON MHMOPMAIMN O pEIleHnn Ha rpanure. Jloka3aHa peryssipHOCTh pelleHust IByX oOpaT-
HBIX 33/]a9 BOCCTAHOBJIEHNSI HEM3BECTHOTO KO (PUIMEHTa B Yjl€He BTOPOTO MOPSIIKA W CTAPIIEeM UJIeHe
JIMHEHOT'O IICEBI0IIapabOJIMIeCKOr0 YPaBHEHHUS.

KurouyeBblie cJiioBa: HelpepbIBHAS 3aBUCUMOCTH OT MCXOJHBIX JAHHBIX, allpuOpHasi OIEHKAa, o0paTHas

3aj1a4a, MCeB0IapadOIMIecKOoe yPABHEHNE.
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Introduction

The article is devoted to the study of the solvability of boundary value problems for differential
equations

3

o _

Diu+Y " AyDfu = f(,t) (Df =g k= 0,4) (%)
k=0

with operators Ay of the form

0 y 0
ij,k
5 (7@ ) + a0t

(here and below, summation over repeated indices from 1 to n is carried out).

The differential equations (x) are recently attributed to the class of Sobolev-type equations.
Various aspects of the theory of Sobolev-type equations are reflected in monographs [1-7] and
also in numerous journal articles (it is impossible to mention even a small part of such articles
just because they are numerous).

For Sobolev-type differential equations, best studied is the solvability of the Cauchy problem
and initial boundary value problems. At the same time, as is shown in [3,8], in some case,
for Sobolev-type equations, simultaneously with initial boundary value problems, other problems
can also be well-posed; these include problems with data both at the initial and final time
moments. In the present article, for equations (%), we study the solvability both of initial
boundary value problems and problems with data at different time moments.

Clarify that the goal of the present article is to prove the solvability of some problem for equa-
tions (*) in the classes of regular solutions, i.e., solutions having all weak derivatives in the sense
of Sobolev [9-11] occurring in the equation.

Formally, equation (x) with the above operators is a fifth-order equation. The use of the term
"fourth-order Sobolev equation" in the title and the article means that the equations under study

A =

*kozhanov@math.nsc.ru
(© Siberian Federal University. All rights reserved
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are fourth-order equations with respect to the time (distinguished) variable, which is the leading
variable and defines the statements of the problems.

One more remark: Equations (*) have model and the simplest form. We will speak of some
more general equations and of generalizations of the results at the end of the article.

1. Statements of the Problems

Suppose that €2 is a bounded domain in R™ with smooth (for simplicity, infinitely differen-
tiable) boundary I', @ is the cylinder Q x (0, T') of finite height T', and S = I"x (0, T') is the lateral
boundary of Q. Furthermore, let a¥*(z), a4 (), i,j = 1,...,n, k =0,...,3, f(x,t) be given
functions defined for x € Q and t € [0,7] and let Ay and L be the differential operators whose
action at a given function v(x,t) is defined by the equalities

Ao = 2 (@ @)o,) + an (e

%
3

Lv = va + ZAkva.
k=0
Boundary Value Problem I: Find a function u(x,t) that is a solution to the equation

Lu = f(z,t) (1)

in the cylinder @ such that
u(z,t)|s =0, (2)
Diu(z,t)],_g yeq =0, k=0,1,2,3. (3)

Boundary Value Problem II: Find a function u(x,t) that is a solution to equation (1) in Q and
satisfies conditions (2) and also the condition

DFu(z,t) =0, k=0,1,2, Dju(

|t:0,x€$2 u(z,1) ’t r.2eq = 0 (4)

Boundary Value Problem III: Find a function u(z,t) that is a solution to equation (1) in @Q that
satisfies conditions (2) and also the condition

u(z, t)|i=0, veq = Dfu(x,t)|t 0,060 = = Diu(x,t)],¢ peq = D}u(x,t) ’t 0.0cq = 0- (5)

Boundary Value Problem I is a usual initial boundary value problem for nonstationary dif-
ferential equations of the fourth order (with respect to time). Boundary Value Problem IT is
a modified V.N. Vragov’s problem (see [12-14]) for fourth-order quasihyperbolic equations. Fi-
nally, Boundary Value Problem III is in fact an elliptic boundary value problem.

In the present article, we propose sufficient conditions on the coefficients of (1) new com-
pared to the previous works that guarantee the existence and uniqueness of regular solutions
to boundary value problems I, II, or III.

2. Solvability of boundary value Problems I-II1

Theorem 1. Suppose the fulfillment of the conditions

aij’k(a:) cCl(Q), i,j=1,...,n, ap k(x) € c), k=0,1,2; (6)
a3(z) € C*(QY), a3 (x) =a""3(2), i,j=1,...,n, aga(z) € C(Q), (7)
—a3(2)6:& = molé’, mo >0, z€Q, ¢eR™ (8)

Then, for every function f(x,t) in La(Q), Boundary Value Problem I has a solution u(x,t) such
that DFu(z,t) € Lo(0, T; W2(Q) N W A(Q)), k = 0,1,2,3, Diu(z,t) € La(Q).
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Proof. Make use of the method of continuation in a parameter. Let A € [0,1]. Consider
the following problem: Find a function u(x,t) that is a solution to the equation

2
Diu+ AsD}u+ XY ADfu = f(x,t) (9)
k=0

and @ that satisfies conditions (2) and (3). Note that, for A = 0, this problem has a solu-
tion u(x,t) belonging to the desired class; this follows from the fact that, for A = 0, equa-
tion (9) is a usual parabolic equation with respect to usy(x,t). Furthermore, by the theorem
on the method of extension in a parameter (see [15, Chapter III, Sec. 14], the boundary value
problem (9), (2), (3) has a regular solution u(x,t) if f(x,t) € L2(Q) and problem (9), (2), (3) is
solvable in the class of regular solutions for A = 0 if all derivatives occurring in (9) are uniformly
bounded in Lo(Q).
For proving the desired boundedness, let us first consider the equality

!

Integrating by parts, applying Young’s inequality and the inequality

2 ¢
Diu+ AsD3u + X Z Aleﬁu] D3udx dr = / / fD3udzxdr. (10)
k=0 0 JQ

t
/wz(x,t)dng/ /wE(I,T)dxdT, (11)
Q 0o Jo

which is valid for functions w(z,t) vanishing for ¢ = 0, and using conditions (6)—(8) and Gron-
wall’s lemma, it is not hard to obtain from (10) the estimate

nooat
/ [Ddu(z,1)]” do + Z/ / (D3u,,)’ dzdr < Cl/ £2 dw dt, (12)
Q —1Jo Ja Q

where the constant C; is defined only by the functions a™*(z), i,j = 1,...,n, agx(z),
k=0,1,2,3, and the number T'.
Now, consider the equality

t 2 t
_ / / (Dfu + AsD3u + X Z Aleﬁu> AgDiu drdr = — / / ngDiu dx dr.
0 JQ 0 JQ

k=0

Integrating by parts once again, applying Young’s inequality, inequality (11), estimate (12),
conditions (6)—(8), and also the second main inequality for elliptic operators (see [10, Chap-
ter III, Stc. 8], and Gronwall’s lemma, we conclude that solutions u(z,t) to the boundary value
problem (9), (2), (3) satisfy the second a priori estimate

n n t
Z/ [Dt‘rf”ugl.i(x,t)}2 dx + Z / / (Dfuijf drdr < C’z/ f*dx dt, (13)
= Jo 0 Jo Q

i,j=1

where the constant C, is defined only by the functions a/F(z), apr(z), 4,7 = 1,...,n,
k=0,1,2,3, the domain €, and the number T.
Estimates (12) and (13) imply the obvious third estimate

t
/O /Q(Dﬁu)2 dxdTgcg/Qﬁ dx dt, (14)
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of solutions u(z, t) to the boundary value problem (9), (2), (3); the constant C5 in this estimate is
again defined only by the functions a***(z), ag x(z), 4,7 =1,...,n, k= 0,1,2,3, the domain ,
and the number T'.

Estimates (12)—(14) give the desired uniform boundedness over A in L2(Q) of all derivatives
occurring in (9). As we already said above, this boundedness and the solvability of the boundary
value problem (9), (2), (3) for A = 0 give the solvability of this problem in the desired class also
for A = 1. This exactly means the validity of the theorem.

The theorem is proved. O

Before proving the following theorem on the solvability of Problem I in the class of regular
solutions, we formulate an auxiliary assertion on the nonnegativity of the scalar product of a pair
of second-order differential operators.

Let A and B be differential operators whose action is defined by the equality

Av = % (a¥ (2)va,) + ao(z)v,
Bv = % (b (2)vg,) + bo(a)v.

Proposition 1. Suppose the fulfillment of the conditions
a¥(z) € C*(Q), b¥(x) € C*(Q), da“(z)=d"(x), bI(x)=V'(2), 2€Q, i,j=1,...,n;
ap(r) € C1(Q), bo(x) € CH(Q), ao(r) < —ap <0, bo(z) < —by<0, z€
Jal(z): oi(z) €C(Q), a'(x)=0, 2€Q, i=1,...,n
o' (2)€ < a¥(2)&i&; < Moo’ ()&}, z€Q, ER™
la¥ (z)] < Myy/od(z), z€Q, i,5,k=1,...,n;
a¥(x)viv; =0 for €T}
b (2)&&5 = molél, mo >0, z€Q, (eR

[ao ()03 (@) + bo () (x) + 5 (al, @B (2), + 5 (b2 ()a"(2)),,, —

~ (@ (@b (@) |66 <0, e, geR™

ag(2)bo(z) + % (aos, (z)b" (), + % (bow, (:U)aij(x))m >0, zeq.

J

Then every function v(z) € WZ(Q) N I/Io/é(Q) satisfies the inequality

/ AvBvdx >0
Q

This assertion is proved in [16].

We say that operators A and B of the above form satisfy the (A, B)—condition if the coeffi-
cients of these operators satisfy all conditions of Proposition 1.

Theorem 2. Suppose the fulfillment of the (—As, —As)—condition and also of the condition
k() e CYQ), i,j=1,...,n, aor(z)€C(Q), k=01 (15)

Then, for every function f(x,t) such that f(z,t) € La(Q), fi(z,t) € L2(Q), f(x,0) = 0 for
x € Q, Boundary Value Problem I has a solution u(x,t) such that DFu(z,t) € Loo(0,T; W2(2)N

W 3(Q)), k= 0,1,2,3, Diu(z,t) € Loo(0,T; L(£)).
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Proof. Observe first of all that the (—Ajs, —As)—condition in particular means that —Aj is
an elliptic-parabolic operator in () and — A, is an elliptic operator.
Let € be a positive number. Define operators As . and L.:

A3,€ = A3 + 5142, Ls =L+ €A2D?.

Consider the following boundary value problem: Find a function u(x,t) that is a solution
to the equation Leu = f in Q that satisfies conditions (2) and (3). Obviously, this bound-
ary value problem is Boundary Value Problem I and that it satisfies all conditions of Theorem 1.
Moreover, due to the condition f(z,t) € L2(Q), fi(x,t) € La(Q), a solution u(z,t) to this
problem satisfies the memberships

DFu(x,t) € Loo(0,T; W2(Q) N v?/%(ﬂ)), k=0,1,2,3,4, Dju(x,t) € Lo(Q) (16)

(this fact stems from its validity for the “shortened” equation Dju + Asz.Dju = f(z,t) and
the corresponding a priori estimates).

Differentiate the equation L.u = f(x,t) with respect to ¢ (this is possible due to memberships
(16)), multiply it by D}u(x,t), and integrate it over the cylinder {z € Q, 0 < 7 < t}. Involving
the ellipticity of the operators —As . and —As, applying Young’s inequality, inequality (11), and
Gronwall’s lemma, we obtain the estimate

t n
5/ / (Ang_u)2 dx dr —G—Z/ [Diu,, (m,t)]zdx +/ [Ang’u(nc,lf)]2 dx < C4/ fRdxdt, (17)
0 Jo = Ja Q Q

where the constant Cj is defined only by the functions a”*(z), ag x(z), 4,7 =1,...,n, k=0, 1,
and also the number 7T'.

Let {em}5°_1 be a sequence of positive numbers converging to zero and let {u,,(z,t)}50_4
be a sequence of solutions to the equation L. u = f satisfying (2) and (3). Estimate (17),
the second main inequality for elliptic operators, and the reflexivity of a Hilbert space mean
that there exists a sequence {uy,, (z,t)}7°, and a function u(z,t) that satisfy the following weak
convergences as | — oo in Ly(Q):

Em, Ao D}u(z,t) — 0,

D}y, (z,t) — Diu(z,t),
ApDFy,, (z,t) = ApDFu(z,t), k=0,1,2,3.

Obviously, the limit function u(x,t) is a solution to Boundary Value Problem I and this solution
still satisfies (17). Therefore, the function w(z,t) is the desired solution to the problem under
study.

The theorem is proved. O

Turn to investigating the solvability of Boundary Value Problem II.

The main difference of Boundary Value Problem II from Boundary Value Problem I is that,
in its study, it is impossible to use Gronwall’s lemma. Gronwall’s lemma can be replaced by small-
ness conditions.

We will give the simplest version of the theorem in the solvability of a Boundary Value
Problem II, whose prove involves smallness conditions. B

Let operators Ap and A; be defined with the use of the parameter 3 and the operators Ag
and Aq:

Ao=po, M=ph, A= (@@ ) b, k=01 ()

i 81‘]‘

— 429 —



Alexander I. Kozhanov Boundary Value Problems for Fourth-Order Sobolev Type Equations

Theorem 3. Suppose the fulfillment of the conditions
aPk(z) e C?(Q), aF(z) =d* (), i,j=1,...,n, k=2,3;

Ak (r) e CY(Q), dq,j=1,...,n, daoxr(z)€C@Q), k=0,1;

a R ()& = mol€)?, me >0, 2€Q, £€R™ k=23;

ao’k(l') S O(Q), k=0,1,2,3, ao,k(l') <0, k=23

Then there exists a positive number By such that for |8] < Bo and f(x,t) € L2(Q), Bound-

ary Value Problem II has a solution u(x,t) such that DFu(x,t) € Lo(0,T; W2(Q) N I/Iofé(Q)),
k=0,1,2,3, D}u(z,t) € La2(Q).

Proof. For A = 0, Boundary Value Problem II for equation (9) has a solution u(z, t) in the desired
class; this follows from the fact that for A = 0 equation (9) is an inverse parabolic equation
with respect to Dju(z,t). Further, consider (10). Integrating by parts and estimating the last
two summands on the left-hand side (10) from above with the use of (11), we infer that there
exists a positive number 57 such that for |5| < By we have the a priori estimate

Z/Q (D}u,,)? dxdt<05/Qf2dxdt (19)
i=1

with the constant C5 defined only by the coefficients of the operators A, k =0,1,2,3.
At the next step, consider the equality

J

Reckoning with the ellipticity of As and A3 and using the second main inequality for a pair
of elliptic operators [10, Chapter III, Sec. 8], it is not hard to show that there exists a number S
such that 0 < By < B4, and for |8] < fBo, for solutions u(x,t) to Boundary Value Problem II
for equation (9), estimate (13) holds with some constant Cg on the right-hand side that is defined
only by the coefficients of the operators Ay, k = 0,1, 2,3, and the domain €.

Estimate (14) with the corresponding constant C7 on the right-hand side obviously follows
from the previous estimates.

The obtained estimates of solutions to Boundary Value Problem II for equation (9) and
the theorem on the method of continuation in a parameter and give the solvability of Boundary
Value Problem II for equation (1) in the desired class.

The theorem is proved. O

2
Diu+ AsDju+ > ApDfu
k=0

Ay Dudz dt = / fAyD3udx dt.
Q

Theorem 4. Suppose the fulfillment of the conditions

aPk(z) € C?(Q), ak(x) = aPF (z), ao k() €C(Q), i,j=1,...,n, k=0,1,2,3; (20)

aij’k(x)&ﬁj > m0|f|2, mo >0, €, €£eR", apr(z) <0, k=23; (21)
—aij’k(x)&{j > m1|§|27 m1 >0, €, €£eR", apr(z) 20, k=0,1; (22)
Ay = BA,. (23)

Then there is a positive number By such that, for |8| < o and f(x,t) € La(Q), Boundary Value

Problem IIT has a solution u(z,t) such that Dfu(z,t) € Lo(0,T; W2(Q) NW 4(2)), k=0,1,2,3,
Diu(z,t) € La(Q).
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Proof. Show that solutions wu(z,t) to Boundary Value Problem III of the class mentioned
in the statement of the theorem satisfy the desired a priori estimates.

Multiply equation (1) by D?u(x,t). Integrating over @, applying integration by parts, and
using (20)—(22), it is not hard to obtain the first a priori estimate for solutions u(z, t) to Boundary
Value Problem III:

3U2 Y 2U 2 €T 2 X ;
/Q{(Dt )"+ (Diua,) }d dtgcg/Qf da dt; (24)

i=1

here the constant Cy is defined only by the coefficients of the operators Ay, k =0,1,2,3.

At the next step, multiply equation (1) by AsD3u(x,t) and integrate it over Q. Using
conditions (20)—(23), inequality (11), and also the second main inequality for a pair of elliptic
operators, we conclude that there exists a number 5y such that for |3] < 5y we have a second
estimate

> / (D3ty,0,)” dwdt < Cy / £ da dt; (25)
ij=1"@Q Q
with the constant Cy defined only by the coefficients of the operators Ay, kK = 0,1,2,3, and

the domain €.
The last a priori estimate

/Q (Diu)? da dt < Cyo /Q f?du dt (26)

obviously stems of the previous two estimates.
Using estimates (24)—(26) and the method of continuation in a parameter (for example,
with the use of the equation

Diu+ Ay Dju+ A(AsD}u+ A1 Dyu+ Agu) = f(z,1)),

it is not hard to obtain the desired solvability of Boundary Value Problem III.
The theorem is proved. m|

3. Conclusion.

Observe first of all that the conditions of Proposition 1 are fulfilled, for instance, if the num-
bers ag and by are large.

Furthermore, it is not hard to generalize the obtained results to equations more general
than (1); for example, to equations with general second-order elliptic operators Ay.

Some of the conditions of the proven theorems can be changed: for example, we can discard
the sign-definiteness of the operator Ay from Theorem 4. B _

Observe finally that conditions (18) and (23) mean that A; and Ay are fixed operators,
whereas the number S is a parameter (namely, a smallness parameter).

The work of the author was carried out in the framework of the State Contract of the Sobolev
Institute of Mathematics (Project 0314—2019-0010).
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KpaeBble 3aj1aum gy ypaBHEeHUIl COO0JIEBCKOTO TUTIA
4eTBEPTOro MOPAIKA

Anekcanap . KoxxaHoB
Nucturyt maremaruku um. C. JI. Cobosesa CO PAH

Novosibirsk, Poccuiickast @enepanus

Awnnoranusi. [leqpio craThu SBASETCS UCCIEIOBAHUE PA3PEIUMOCTU B mpocTpancTBax CoboseBa Kpa-
€BBbIX 3aJ[a4 JIJIsi HEKOTOPBIX KJIACCOB JIMHEHHBIX yPABHEHUN YETBEPTOI'O IIOPsiJIKa CODOJIEBCKOIO THIIA.
JokazkeM, 9TO Ha4YaJIbHO-KpaeBble 3aJla4l C JAHHBIMU KaK B HAYAJbHBI MOMEHT BPEMEHW, TaK U B
KOHEYHBbIE MOMEHTBHI BDEMEHU MOTYT OBITh KOPPEKTHBIMH IS UCCIETYEMbIX YPABHEHUN.

KurouesBrsie cioBa: nuddepennnaabHOe ypaBHEHNE YE€TBEPTOrO MOPSIIKA COOOIEBCKOrO THIIA, KPaeBas
3a/1a4a, CylIeCTBOBAHUE, €JIMHCTBEHHOCTD.
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Abstract. The field programmable gates array (FPGA) microchip is applied to achieve considerable
performance gain in simulation of tsunami wave propagation using personal computer. The two-step
Mac-Cormack scheme was used for approximation of the shallow water equations. An idea of PC-based
tsunami wave propagation simulation is described. Comparison with the available analytic solutions
and numerical results obtained with the reference code show that developed approach provides good
accuracy in simulations. It takes less then 1 minute to compute 1 hour of the wave propagation in
computational domain that contains 3000 x 2500 nodes. Using the nested greed approach, it is possible
to decrease the size of space step from about 300 meters to 10 m. Using the proposed approach, the
entire computational process (to calculate the wave propagation from the source area to the coast) takes
about 2 min. As an example the distribution of maximal heights of tsunami wave along the coast of the
Southern part of Japan is simulated. In particular, the interrelation between maximal wave heights and
location of tsunami source is studied. Model sources of size 100 x 200 km have realistic parameters for
this region. It was found that only selected parts of the entire coast line are exposed to tsunami wave
with dangerous height. However, the occurrence of extreme tsunami wave heights at some of those areas
can be attributed to the local bathymetry. The proposed hardware acceleration to compute tsunami
wave propagation can be used for rapid (say, during few minutes) evaluation of danger from tsunami
wave for a particular location of the coast.

Keywords: numerical modelling, tsunami wave propagation, computer code acceleration.
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Early warning of dangerous tsunami waves at a particular coastal location is crucially im-
portant to reduce human losses and minimize possible impact on economy. Unfortunately, the
problem of tsunami early warning after the major offshore earthquake is still unresolved, de-
spite the rather large number of publications on this issue (see, for example, [1]). In the case
of the seismic event offshore Japan, tsunami wave approaches the nearest point at the coast in
approximately 20 minutes. It means that just a few minutes are available for the analysis to
provide the authorities with evaluation of the expected tsunami wave danger. In the case of
the strong earthquake the electric power supply may be disrupted, so it would be better not
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to use supercomputer facilities. Advantages of the modern computer architectures to accelerate
numerical simulation of tsunami wave propagation can be used. An approach based on the spe-
cialized FPGA (Field Programmable Gates Arrays) have been developed and tested. A number
of numerical tests demonstrate the advantages of the new fast method for modelling tsunami
wave propagation. In the present paper we briefly describe the proposed approach and show the
numerical results obtained in the recent years.

Our point is to use just a personal computer (PC) and to achieve performance gain using
Graphic Processing Units (GPUs) and FPGAs as co-processors. So, we propose a specific hard-
ware configuration and the corresponding code.

Robust evaluation of tsunami wave danger should be based on the correct process simulation:
wave generation, wave propagation, and inundation of dry land. In the study we deal with
the stages of wave formation and propagation only to decrease computation time and keep
at the same time sufficient accuracy. So, we suppose that the tsunami wave is caused by a
certain disturbance of sea surface. From this initial disturbance follows initial conditions for
the governing evolution type equations (shallow water equations). The issue of the inundation
mapping was not considered. Therefore, we do not compute waves when depth is small (below 5
m) where reflection type boundary conditions are suggested at such depth to estimate the wave
height in the near-shore area and to account for reflected waves. On the parts of the boundary
which separate our computational domain from the ocean, conditions for free passage of the
wave out of the domain are used. There are several application programs to simulate the wave
propagation over the real digital bathymetry [2-6].

Among the most popular programs the MOST (Method of Splitting Tsunamis) package of
programs should be mentioned. This package is used by the USA NOAA tsunami warning centres
to simulate all tsunami phases — generation, propagation, and inundation of the dry land [2, 4].
Simulation of the wave propagation over chosen water area is based on the numerical solution of
linear or non-linear shallow water differential equations.

Alternatively, the Mac-Cormack scheme for numerical approximation of the shallow water
equations was implemented [7,8]. Comparison with the exact solutions (in special cases of sea
bed relief) shows a very good accuracy of the implemented method [9,10]. It shows better
tracking of the wave front in comparison with the MOST program.

A number of numerical tests where real digital bathymetry of the offshore Japan and Kam-
chatka Peninsula was used prove that it takes about 50 sec to solve numerically the shallow water
equations for the computational domain with 107 nodes [11,12]. Nested grid approach was also
tested [13, 14].

1. Formulation of the problem

The referred program MOST (like many other tools) uses the following equivalent form of
the shallow water equations which does not take into account such external forces as sea bed
friction, Coriolis force and others [4]:

37H n OuH n ovH —0
ot Ox oy
ou ou ou OH oD

s i i = —g== 1
ot Tz Ty T90r ~ Yan (1)

ov ov ov oOH oD
— tu—+v— =
T

at " or "oy T8y Yoy
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where H(x,y,t) = n(z,y,t) + D(z,y,t) is the entire height of water column, n(z,y,t) is the sea
surface disturbance (wave height), D(x,y) — depth (which is supposed to be known at all grid
points), u and v are components of flow velocity vector, g — acceleration of gravity.

The system of shallow-water equations can be solved using the difference scheme. In this
case values of tsunami wave parameters n(z,y,t), u, and v are defined in nodes of the regular

grid linked to geographical coordinates. To begin with, the initial conditions are set in all grid
(i)jv
v?j, (i=1,...,N,j=1,...,M) are equal to zero. Further, according to the difference scheme
that approximates system of differential equations (1), the wave parameters ni5, Uiy, v;s at the
grid nodes on subsequent time layers t" = n7 are calculated. Here, the value of the time step

7 is usually determined from the stability condition. This condition requires that wave can not

nodes. For example, everywhere besides the source area, the values of the grid variables n?j, U

travel more than one spatial step (Az or Ay) in one time step.

Shallow water equations (1) are approximated at the grid nodes on the n-th time step with
the help of explicit two-step Mac-Cormack finite difference scheme of the second order of approx-
imation [15]:

First half-step:

rrn+1 n n,n n n n,n n n
H;;™ — Hjj i Hiwui — HiY qui 45 i Hsvy — His o554 —0
T Az Ay ’
gl gn ul — u wl — no_pn
7 17 + u 17 1—1j + o 17 37—1 + 7713 nz—lj -0 (2)
T k) Az K Ay 97 A -
~n+1 n n n n n n n
Vi — Vij n Vi — Vi—1j n Vij — Vij—1 Mig — Mij—1
+u + v + =0
ij ij g = U
T Az Ay Ay

Second half-step:

Hinj+1 _ (Hinj-ﬁ-l + HZ)/Q . Hn—i—l ﬁn-‘rl _ Hn-+1ﬂn+1 H?L+1ﬁn+1 _ H?L»+1’LA}”»+1

i+15 %415 iJ ij + ij+1%5+1 i @ -0
7/2 Az Ay ’
n+1 ~n+41 n ~n+1 ~n+41 ~n+1 ~n—+1 ~n+1 ~n—+1
uy — (@5 ) /2 AT — g n Wijp1 — Usj My T g
5 + U A + v, A +9 A =0, (3)
T/ x Yy x
n+1 ~n—+1 n ~n—+1 ~n—+1 ~n—+1 ~n—+1 ~n—+1 ~n—+1
Vi  — (Uz'j + Uij)/Q Lan Vit1j — Yy pon Vij+1 — Yij n gnij—i-l — My 0
T E Az * Ay Ay ’

Here Fg“ are intermediate values of wave parameters after the first time half-step.

Usually, the real tsunami wave simulation is performed in the spherical or geodetic coordinate
system (A, ¢), where X is the longitude and ¢ is the latitude in arc degrees. Accordingly, the
following relations are used to calculate the differences Az and Ay:
7T(/\i+1 — )\,) Auss — 7r(¢i+1 - ¢’L)

180° Vi = T 800
where Rg is the Earth radius. This scheme looks similar to the splitting method (with respect
to space variables) which is used in the referred MOST program package. Indeed, in order to
calculate the values of the sought functions at grid-point (i,j,n + 1) the values at 3 points of

Al‘i]‘ = RE COS(¢i), RE,

the previous time step, (i,7,n), (i —1,j,n), and (i, — 1,n) are used during the first half-step
in (2), and the values at the points (,4,n), (i + 1,4,n), and (i,5 + 1,n) are used in the second
half-step in (3). Comparison of the known analytic solutions with the numerical solutions shows
that the proposed attempt to realize the three-points calculation stencil (Mac—Cormack scheme)
seems to be preferable compared to the one from the MOST software package [9, 10]
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2. FPGA based calculator

In order to achieve performance gain, the FPGA-based Calculator has been developed.

To employ advantages of the FPGA microchip features, the stream processor architecture was
proposed for this algorithm implementation. The proposed Calculator contains several processor
elements (PEs). Each elements performs a pipeline with a sequential data stream. "On board"
memory contains all the necessary information. The calculation speed-up by FPGA architecture
is based on the inner memory (BRAM) access for implementing stencil buffer.

The Calculator architecture allows one to process several nodes in parallel. At the same
time, the user can connect a number of PEs to make several iterations. So, the computation
pipeline can be optimized considering features of the FPGA microchip in use. The Mac—Cormack
finite difference approximation fits very well with the Calculator architecture presented in Fig. 1,
processing 1 node at one computer clock cycle.

Calculator based of FPGA microchip Xilinx Virtex-7 VC709 was used for numerical tests
(see [7, 8] for details).

DDR3
DDR3 -

DMA (= IC

PCla
1€ 1

|+

2T

Fig. 1. Calculator architecture. To implement the FPGA algorithm the following architecture of
the stream processor was proposed. It consists of processor elements (PE). Such PE executes a
version of 2-dimension run, a pipeline with a sequential data stream. In addition to the calculator
itself, the processor has memory controllers DDR3, PCle controller, and DMA module responsible
for the interaction between the calculator and the memory of the host computer. Such interaction
is arranged as a direct memory access (DMA)

3. Comparison with exact solutions and reference code

In order to verify results obtained by the described method, a number of numerical tests have
been carried out. The first test consists of simulation of the tsunami wave propagation from a
round source in the area with the sloping bottom topography. The water area of 1000 x 1000
km was considered. Computational grid has equal spatial steps in both directions, namely,
Az = Ay = 1000 m. The centre of the circular tsunami source with the radius of 50 km was
located in the middle of the region (horizontally) 300 km from the lower boundary where the
depth was vanishing. The depth is linearly increased according to the formula D(z,y) = 0.01y,
where y is the distance from the lower boundary of the region. The initial vertical displacement
h of the tsunami source is determined by the formula

h(r) =1+ cos (W>, 0<r<r. 4)
To
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Here, r is the distance to the centre of the source of radius rg. Thus, in the centre of the
source area the initial displacement of the water surface was +2 m. This source generates a
circular wave with the height of 0.95 m at 50 km from the centre. It is the wave height that was
used as initial circular wave front with the radius of 50 km to estimate the wave amplitude at
all points of the region according to the ray approximation [17,18]|. This distribution of tsunami
wave amplitude (given in the analytic form) was compared with the distribution obtained with
the use of the MOST program and the proposed Mac-Cormack algorithm (Fig. 2).

Fig. 2. Left: Isolines of maximal wave heights distribution above bottom slope: exact solution of
shallow water equations [17, 18] (brown lines), numerical solution with the FPGA based Calcula-
tor (red dashed lines), the MOST program (blue lines). The offshore distance is measured along
vertical axis relative to the figure bottom boundary. Right: Isolines of maximal wave heights
distribution above the parabolic bottom topography [16]: the wave-ray solution to shallow water
equations (brown lines), numerical solution with the FPGA based Calculator (dashed lines), the
MOST program (blue lines). The offshore distance is measured along vertical axis relative to the
figure bottom boundary

Fig. 2 (left) shows that at sufficiently large depths (exceeding 500 m) the contours of all three
distributions of tsunami height maxima are quite close to each other. The proximity of results
of numerical calculations for the two algorithms under consideration is also preserved near the
coast. The discrepancy between numerical and wave-ray approach results in the coastal zone is
caused by the neglect of the effect of increasing wave height due to reflection from the coast.

Another numerical test is similar to the first one and considers the case of the parabolic bottom
relief. Let us consider the same computational area of 1000 x 1000 km with the computational
grid having spatial steps Az = Ay = 1000 m. The centre of the circular source with 50 km
radius is also located in the middle of the area at 300 km from the lower boundary where the
depth is equal to zero. The depth increased according to the formula D(z,y) = 10~8y?, where
y is the distance from the lower boundary of the region. The initial vertical displacement inside
the circular source is determined by (4). Fig. 2 (right) presents the isolines of distributions
of tsunami height maxima calculated by the MOST program and the Mac—Cormack algorithm
together with the estimates of these maxima obtained in the framework of the ray model [16].

Fig. 2 (right) shows that at sufficiently large depths (more than 200 m) the contours of all
three distributions of tsunami height maxima are quite close to each other. Here, the similarity
of the results of numerical simulations with two algorithms under consideration is observed up
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to the coastline (the lower boundary of the region). The discrepancy between numerical and
wave-ray approximation results is increased in the coastal zone.

Based on the results of the wave propagation over a bottom slope the correctness of the
wave front kinematics modelling is also estimated. Fig. 3 shows the comparison of the wave
front position with an interval of 5 minutes obtained with the McCormack scheme with the
exact solution of the kinematic problem at the same time points. In order to prevent the points
from merging (as it happens at the initial moment) the moments of output of the points of the
calculated wave front are taken 3 seconds later than the moment of the corresponding exact
solution of the kinematic problem [17,18]. The wave front positions obtained with the MOST
program are not presented since these positions of the front points exactly coincide with the
positions obtained with the McCormack scheme.

2100 sec

1800 sec

1500 sec

Fig. 3. Comparison of the tsunami wave isochrones over the sloping bottom: numerical ex-
periments with the MOST and Mac-Cormack algorithms (grey lines) and exact solution (blue
points)

Additional numerical test was carried out in order to verify the correctness of modelling the
reflection of wave from a completely reflecting boundary positioned at 45 degrees to the direction
of motion of the flat wave front. Let us consider rectangular 1000 x 2000 nodes computational
domain. A long wave about 1 m height generated by a one-dimensional source parallel to the lower
boundary of the region propagates over the region and it is reflected from the inner boundary
positioned at 45 degrees to ordinate axis (Fig. 4).

Fig. 4 shows the distribution of the vertical displacement of the water surface in the entire
region calculated with the Mac—Cormack scheme (left figure) and the MOST algorithm (right
figure). The dark line shows the tsunami height isoline corresponding to the value of 0.4 m.
The grey line outlines the water area with the surface displacement less then —0,4 m. Both
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075: 0.75m

0 50m — 0.50m —|
025m - 025m —|
000m | 0.00m L1

Fig. 4. Water surface after 3,000 sec of wave propagation using the Mac-Cormack scheme with
the FPGA (left figure) and the MOST program (right figure). Thin black line indicates the 0.4
m isoline, and the gray line shows —0.4 m isoline

figures confirm the correctness of numerical modelling of the process of wave reflection from a
completely reflecting boundary. One can see that the direction of motion of the reflected wave
in both cases is orthogonal to the direction of the incident wave.

4. Distribution of maximal wave heights along the shoreline

The acceleration of numerical calculations of the tsunami propagation is required, first of all,
by tsunami warning services to fast estimate the expected wave height at various points on the
coastline. Therefore, this estimation is required before tsunami wave reaches the shore. The
ability of the proposed approach to solve this problem in the area with real bathymetry within
a few tens of seconds is demonstrated in this section.

The series of numerical experiments were performed for the areas around Kii Peninsula and
Shikoku Island (southern part of Japan). Japanese bathymetric data produced by the Japan
Oceanographic Data Center (JODC) (see [19]) were used, and they are presented in Fig. 5.

The above bathymetry and the computational grid have the following characteristics:

(1) Computational domain contains 3000 x 2496 nodes; (2) Grid steps are 0.003 and 0.002
degrees (which means 280.6 and 223 meters, respectively); (3) The grid covers the area between
131° and 140° E, 30.01° and 35° N; (4) Time step used in computations is equal to 0.5 sec.

The shape of model tsunami sources used in numerical experiments are based on the available
geological and geophysical information. The typical for subduction zone seabed displacement area
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Om

-1,000 m

-2,000 m

-3,000m

-4,000 m

-5,000 m

Fig. 5. Digital bathymetry around Kii Peninsula and Shikoku Island (Japan). Positions of model
tsunami sources are indicated

for 8.0 M earthquake was approximated by 100 x 200 km rectangle having maximum height 300
cm. The initial seabed displacement for the model source is shown in Fig. 6.

Fig. 6. 3D image of the model tsunami source used in numerical simulation

Positions and shapes of the sources used for tsunami modelling are shown in Fig. 5, where
geography of the computational domain is also presented. In this figure only the closest to the
coast sources S; —a (i = 1,...4) and most distant to the coast sources S; — ¢ (i = 1,...4) are
indicated. Their positive parts are shaped by pink colour, and negative parts (water surface
depression) are outlined by yellow colour. Intermediate sources S; — b (i = 1,...4) are located
between sources S; — a and S; — c.

The distributions of the wave height maxima in the entire area generated by some model
sources are presented in Fig. 7. In the right part of each drawing the legend for colour-height
relation is presented.

As is observed from Fig. 7 (left), the same shape of the initial sea surface displacement causes
the tsunami wave heights of up to 6 m at certain areas of the Shikoku Island and the Kyushu
Island coasts. At the same time, the Kii Peninsula coast is practically safe with wave heights
limited by 0.5 m. Otherwise, the source located opposite Kii peninsula seriously affects only its
coast and it has no effect on Shikoku Island (see Fig. 7 (right)).

Distribution of tsunami wave maxima along the shoreline is also important information for
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o 500 1000 1500 2000 2500 3000

Fig. 7. Calculated height maxima in entire computational domain from tsunami wave generated
by the source Sy — ¢ (left) and S3 — b (right) (see Fig. 3)

tsunami warning. Figs. 8(A) and 8(D) show such distribution for 6 model sources Sy — a, b, ¢ and
S3 — a, b, c. Numerical experiments were performed for the same shape of the initial see surface
displacement (given in Fig. 6). Positions of the model source along the shore and the distance
of the model source from the shore were varied. Numbers along the horizontal axis indicate the
horizontal indexes of coastal computational grid points.

o LEAN Shikoku isl.
\m) :

g00 |

Kyushuiisl. 11" Kii peninsula
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Fig. 8. Distributions of tsunami wave maxima along the shore generated by the sources Sop—a, b, ¢
(A) and S5 —a,b,c (D). Wave height maxima: yellow lines — S; — a sources; blue lines — S; — b
sources; pink lines — S; — ¢ sources

Let us say few words about digital bathymetry. The grid step 250 m used in our numerical

— 441 —



Mikhail M. Lavrentiev, Andrey G.Marchuk Fast Modelling of Tsunami Wave Propagation. ..

experiments is considered too large these days. However, the size of grid step depends on the goal
of simulation. If a detailed evaluation of the expected wave heights along the entire shore line is
needed then it is necessary to carry out numerical simulation with the corresponding fine mesh
size in the near-coastal regions. It can be done by choosing the sufficiently small grid step in the
whole area. However, the number of computational nodes is increased by 2-3 orders. It results
in the necessity to extend computational facilities or, alternatively, in a dramatic increase of the
CPU time required for simulation. As for the proposed FPGA-based Tsunami Wave Calculator,
the available memory resources permits the use of approximately 50 millions computational
nodes.

The Calculator with a regular modern PC needs 25 sec to simulate wave propagation from
the southern edge of the computational domain shown in Fig. 5 to the shore. The estimated
travel time for the wave is 3200 sec. So, realization of Mac-Cormack scheme on FPGA hardware
allows one to estimate the expected wave height distribution along the coastline before tsunami
arrival.

Conclusion

In order to accelerate the calculation of tsunami wave propagation over the deep water area,
a special FPGA based Calculator has been developed. The Mac—Cormack scheme was used for
numerical solution of the shallow water equations. Accuracy of the solution obtained with the
use of the Calculator was tested by comparison with the known analytic solutions. Similar or
even better accuracy is achieved in comparison with the MOST program. These results show
the possibility of tsunami danger forecast in the real time mode.

This work was supported by ICMMG SB RAS (state contract 0315-2019-0005) and by IAE
SB RAS.
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BricTpoe MoziesimpoBaHNEe pacnpoOCTpPAaHEHUsI BOJIHBI I[yHAMM
Ha IIK 3a cuer anmapaTHOTO yCKOpeHUsI UCIIOJTHEHUS KOJia

Muxana M. JlaBpeHTbEB

WNucruryT aBromaruku u snekrpomerpun CO PAH
Hosocubupck, Poccuiickas @enepariust

Awnpgpeii I'. Mapuyk

VHCTUTYT BBIYUCIUTENBLHON MATEMATUKE U MaTeMaTUIECKOM
Hosocubupck, Poccuniickas Penepariust

AwnHoranusi. 3a CcYeT MPUMEHEHHST MUKPOCXEMBI BEHTHJIBHON MATPHILI, MPOrPAMMHUPYEMO ITOIB30-
sareneM (Field Programmable Gates Array — FPGA), mocturaercs 3HaYnTEILHOE YCKOPEHUE PACYeTa
pacIpoCTpaHeHnsl BOJH IIyHAMU HA COBPEMEHHOM OOBIYHOM IMEPCOHAJBHOM KOMIbIoTepe. st duciieH-
HOIl alMIPOKCUMAITIMN CUCTEMBI YPABHEHMI MEJIKON BOJIBI MCIIOJIB30BAIACH JBYXCTyIIeH4IaTasi cxema Maxk-
Kopwmaka. Ha 6a3e nmpoBe/IeHHBIX YHUCJIEHHBIX TECTOB aBTOPbI ONUCHIBAIOT UJIEI0 MOJIEJINPOBAHUS PACIPO-
crpaHenust BoJH iyHamu Ha 6a3e [1K. I[IpoBenenHoe cpaBHEHNE C MU3BECTHBIMY aHAJUTUIECKUMY PEIeH-
SMH U C 9TAJOHHBIM KOJIOM TOKA3BIBAET XOPOIIMYI0 TOYHOCTH pa3pabOTaAHHOTO MPOTPAMMHOIO TPHUJIOKE-
Hud. Pacyer omHoro gaca pacupocTpaHeHHsl BOJIHBI 3aHUMaeT MeHbIe 1 MuayThl Ha ceTke 3000 x 2500
y3J10B. Vcrioib3yst TEXHOJIOTHIO BJIOYKEHHBIX CETOK, MOXKHO MEPEeHTH OT pacdeTHoi ceTku ¢ maroM 300 m
no cerku ¢ mmarom 10 m. [Ipm ncnonb3zoBanun npemyoxkerHoro KambKyssitopa, BeChb BBIYHCTHTEIbHBII
nporecc (s pacuera pacupoCTpaHEeHHe BOJHBI OT odara Jo0 OGepera) 3aHuMaeT OKosio 2 muH. Ilosy-
YEeHO paclpejie/ieHrie MaKCUMaJIbHBIX BBICOT BOJIH I[yHAMHU BJIOJIb MOGEpEXKbs I0XKHON dacTtu Anonnn. B
YaCTHOCTH, UCCJIEIYETCS 3aBUCUMOCTh MAKCUMAJIBHBIX BBICOT BOJTH OT KOHKPETHOT'O MECTOITOJIOZKEHUST MC-
TOYHUKA IiyHaMu. Moaenapnblit ucTtouHuk pazMepoM 100 x 200 KM MMeeT peasluCTUYIHbIE TapaMeTPhI JIJIs
3TOro reorpadUYecKOro perumoHa. Pe3ybraThl YUC/IEHHBIX SKCIIEPUMEHTOB MMOKA3BIBAIOT, YTO TOJBKO HA
OTJIEJIbHBIX yIACTKAX BCEl 6eperoBoil IMHNN HAOIIOJAIOTCS OMTACHBIE AMILIUTYAbI BOTH IyHaMu. Hasmmane
aHOMAJIBHO BBICOKHX BOJIH I[yHAMH B HEKOTOPBIX U3 3THUX PAlOHOB MOI'YT OBITH BBI3BAHBI OCOOEHHOCTSIMU
JIOKaJIbHOM GaTumerpuu. [Ipemaraemoe amnmapaTHOe YCKOPEHUE BBIUKMC/IEHNS PACIPOCTPAHEHUsI BOJIHbI
IyHAMH MOKET OBITH MCIIOJIB30BAHO I OBICTPOH (CKarXKeM, 32 HECKOJBKO MHUHYT) ONEHKH ONACHOCTH
IIyHAMH JJIs KOHKPETHOI'O HACEJIEHHOI'O IIyHKTA WJIM IIPOMBIIIIEHHOTO 00beKTa Ha IODepeKbe.

KrouyeBbie ciioBa: 4mnCI€EHHOE MOJEIUPOBAHKE, PACIPOCTPAHEHNE BOJIHBI I[yHaMH, YCKOPEHUE HUCIIOJI-
HEHUSI TPOIPAMMHOTO KOJIA.
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Abstract. The second initial-boundary value problem for a parabolic equation is under study. The
term in the source function, depending only on time, is to be unknown. It is shown that in contrast
to the standard Neumann problem, for the inverse problem with integral overdetermination condition
the convergence of it nonstationary solution to the corresponding stationary one is possible for natural
restrictions on the input problem data.
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1. Introduction and preliminaries

We consider the parabolic equation with second-type boundary conditions

ut:Vuxx+f(t)+g(Ivt) in QT:(()’l) X [O’T}; (1>
u(z,0) = up(x), =z € (0,1); (2)
—ug(0,t) = q1(t), ug(l,t) = gao(t), (3)
l
/0 u(z, t)de = g3(t), te€[0,T]. (4)

In (1)—(4) the functions g(x,t), ug(z), ¢;(t),i = 1, 2,3, and positive constants v, T, [ are assumed
to be given. The problem of finding a pair u(z,t) and f(t) is called inverse one.

Definition. The pair f(t) and u(z,t) from the class C[0,T] x C%1(Qr) N C1O(Q7), for which
equation (1) and conditions (2)—(4) are satisfied, is called a classical solution of the posed inverse
problem.

*andr@icm.krasn.ru
fstepiv@icm.krasn.ru  https://orcid.org/0000-0003-4255-2762
(© Siberian Federal University. All rights reserved
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It is clear that for existence of smooth solution the consistency conditions should be fulfilled.
They are the following

l
s (0) = 1 (0), s (1) = 2(0), / up()dz = g5(0).

From the physical point of view the posed problem (1)-(4) allows to describe a motion of
viscous fluid in the flat layer with two free boundaries. The function u(z,t) is the velocity in
this case, f(t) is unknown pressure gradient, condition (4) means flow rate through the section
of layer. The solution of the inverse problem in this case gives an answer on a question: what is
pressure gradient needed for providing the given flow rate?

It is necessary to mention that there are many known results concerning to the inverse
problems close to the posed problem. Among of them it can be distinguish the coefficient inverse
problems (see, e.g. [1-3]), problems with unknown source function [4-6] and problems, where
unknown function in the boundary condition occurs [7]. The authors, dealing with finding the
source function, usually assume, that this function is included into the equation by multiplicative
way (see, for example, [4]).

The overdetermination conditions can be nonlocal integral ones [1,8,9]. One-point and two-
point overdetermination conditions are considered in [5,10]. As a rule, in the cited papers and
books the existence and uniqueness of solution are proved, some asymptotic methods of solution
construction are described. It is common situation when existence and uniqueness of solution
are proved in the Sobolev’s spaces. Usually, the same questions are considered in the uniform
metric for 1-dimensional problems only. Concerning to different kinds of inverse problems and
qualitative properties of their solutions we should also mention the monographs authored by
Prilepko et al [11], Alifanov [12] and Belov [13].

1.1. Some remarks on corresponding direct problem

If the function f = 0 in equation (1), and condition (4) is not taken into account, then we
deal with standard Neumann problem for the function u(z,t). It is well known that the direct
initial boundary problem

us = vAu+g(z,t), z€QCR" t€][0,T); (5)
ou
u(z,0) = up(x), =€ Q; a—n:gp(a:), €I, tel0,T] (6)

has unique solution if the functions g(x,t), ug(z) and ¢(x) are smooth ones. The corresponding
stationary problem

vAu® = —g°(z), z€QCRY, g—Z:gps(x), x € 0N

has a countable number of solutions u®(x) + const if and only if the following condition

1
f/gsdQ—F/ ¥dl'=0
vV a0

is fulfilled. For the separation of unique solution it is necessary to give additional functional of
u®(x). For example, it could be u®(z), where z¢ € ON.

It should be noted that if g(z,t) — ¢*(x) and ¢(x,t) — ©*(x) in the uniform metric at t — oo
for all z € Q, then it is not difficult to prove that nonstationary solution u(x,t) does not tend
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to u(x) at t — oo. We confirm this fact using an example. For the problem in the space R!
we consider equation (5) with conditions ug(z,0) = x, u.(0,t) = u,(l,t) = 1 and the right hand

side in the form

In M
g(x,t):%, M:Hl%t.

It has the solution
2

l
u(z,t) =x+ —sinln M,
v

which has no a limit at ¢ — co while the corresponding stationary solution is u®(x) = x + const
at ] = ¢5 =1 and ¢°(z) = 0.

We should also mention that for the Dirichlet and Robin problems for multidimensional
linear parabolic equation (5) the sufficient convergence conditions of solution of nonstationary
problem to corresponding stationary one are described in [14]. According to the example above,
for the Neumann problem there is no such convergence. However, it turn out well to show the
convergence of nonstationary solution to the corresponding stationary one for the posed inverse
problem (1)—(4).

Below, using the specific features of the considered problem and their 1-dimensionality, we
derive sufficient conditions for the initial data for which the nonstationary solution tends to
stationary one at ¢ — oo in the uniform metric.

2. Analysis of the inverse problem (1)—(4)

Integrating equation (1) by « from 0 till I and using condition (4), the function f(t) can be
found in the form

l
flt) = % [%q:’ —v(@u(t) + q2(t)) —/O g(x,t)dx] . (7)

Substitution expression (7) into equation (1) leads to direct problem for the function u(z,t) with
conditions (2) and (3). The solution of the obtained problem can be constructed as follows [15]

l t ol
u(xﬂﬁ):/o uo(y)G(%y,t)dy—i—/O /0 F(y,7)G(z,y,t — 7)dydr+

t t
er/ q1(7)G(2,0,t — 1) dTJrl// G2 (T)G(x, 1t — 7) d,
0 0

where G is the Green’s function:
1 2 nne nmy vn2m2t
G(z,y,t) = 77 ;cos <T) cos (T) exp <_l2) . F(z,t) = f(t) + g(z,1).

The examples of construction of a priori estimate for the functions presented as series with
the Green’s functions are given in [16,17]. As it can be observed in those works, the deriving the
estimate of the function |u(z,t)|, x € [0,!], t € [0,T] from this expression is a cumbersome task.
We suggest another way and reduce problem (1)—(4) to the axillary problem with the first-type
boundary conditions.
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Differentiating equation (1) with respect to variable z, we obtain the initial boundary value
problem for the function w(z,t) = ug(x,t):
Wy = VWgy + g (2, t), x€(0,1), t€][0,T];
w(x70) :’UJ()(QT) :on(fﬂ), T e [Oal]v (8)
w(0,t) = —q1(t), w(l,t) =q(t), te0,T].

The corresponding stationary problem has the solution

T

w(z) = —qf + i

] 1 l S 1 * S
q + a5+ */ g (y)dy] - f/ g°(y)dy, 9)
VJo VJo

where ¢5, ¢5, g°(z) are given constants and function respectively.
Let the functions ¢ 2(t) be known for all ¢t > 0 and the following inequalities be fulfilled
GO < N;(L+7)7% j=12, [g(x,t)| < Ns(1+7)7% |ga(z, )] < Na(1+7)7%  (10)

with some positive constants N1, ..., Ny and « for all z € [0,1], where 7 = vt/I? is the dimen-
sionless time here and below. Then with respect to the results from [14] it can be concluded that
the function w(zx,t) can be restricted as

lw(z,t| < Ns(1+7)~° (11)

with constant N5 > 0 at = € [0,1].
In order to find the stationary solution u®(z), expression (9) should be integrated

w@) == 1 (15 + [ neti) +o (12)

Here

) v ) 1/
fr==7 (qi +q5 + ;/0 gs(y)dy> , (13)

q qsl lqs 1 l xT . l s
C=2+L 24— / (x—y)g‘(y)dydx—ZQ/g(y)dy :
I T3 6 o Jo o

After that the stationary solution of the posed inverse problem is constructed, we can start
obtaining a priori estimates of the corresponding nonstationary solution.
2.1. A priori estimates of the solution of problem (1)—(4)

It should be noted that if the following conditions are fulfilled

0
0 0 oot

at t — oo and x € [0,], then it can be concluded that

f@&) = f° at t— o0
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is valid. The function f(t) is from formula (7), and f* is from (13).
According to the integral mean-value theorem there is the point z¢ € (0,1) such that
u(xo,t) =17 1q3(t) (see (4)). That is why for every x € [0,1], t > 0 it follows that

x

u(z,t) = u(zo, t) —|—/ uy(y, t)dy = 1" q3(t) + /1’ w(y, t)dy.

Zo Zo

Using estimate (11), it can be obtained that

1
ua, t)] <1 gs(t)] +/ lw(y, tldy < 1" as(t)] + Nsl(1+ 7). (14)
0
Let the following inequalities should be fulfilled

lg;(t) —q;| < D;j(1+7)"% j=1,2,3

0
%‘ —=0,t =00, |g(a,t) —g°(x)] < Ds(1+7)7%, (15)
|92 (2, 1) — g3(2)] < Ds(1+17)~°
with constants D; > 0(i =1,...,5), a > 0 for every = € [0,{]. Then the following estimates can

be provided

u@,t) —w’(2)| < Dg(1+7)"%,

<
lug(z,t) —us| < D7 (1+7)77, (16)
|f(t) — f°| < Dg(1+7)7,

where Dg, D7, Dg are positive constants.

For the deriving the estimates in (16) it needs to make a change u(x,t) = u(z,t) — u®(x),
w(x,t) = w(z,t) —ws(x) and f(t) = f — f* in equation (1) and condition (4). The boundary
conditions should be rewritten as ¢;(t) = ¢;(t) — ¢;, j = 1,2,3, and g(z,t) = g(,t) — ¢°(z) in
this case. Applying estimates (14) and (11), formulas (7) and (13), using assumptions (15) we
derive estimates (16). It concludes that the solution of inverse problem (1)—(4) converges to the
corresponding stationary solution (12), (13) in the class C[0, c0] x C%1(Q7) N CLO(Qr).

Conclusion

For the conclusion some remarks can be made. The first one is following. If the right
hand sides of inequalities (15) are restricted by exponent function (exp(—at), « > 0), then the
solution of problem (1)-(4) tends to stationary regime u®(z), f* (see (12), (13)) with respect
to exponent law at t — co. The second remark is concerned to question of stabilization. The
results obtained can be interpreted as stability of stationary solution (12), (13) if conditions (15)
are fulfilled.

The authors were surprised at research of some aspects of solution stabilization in problems
on binary mixtures motion that the question on solutions solvability and stability in the problems
close to (1)—(4) was not described anywhere in literature. And we were glad to fill this gap in
the investigation of such problems.
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JJis TapadoJITIecKOoro ypaBHEHNs C KPaeBbIMUI
ycaoBusmu Heiimana

BukTop K. Anapeen

Npwuna B. CrenanoBa
WMucturyT BHIYMCIUTEILHOTO MOjeupoanuss CO PAH
Kpacnosipck, Poccuiickas Peepariys

Amnnoranus. B pabore nzydaercsi Bropasi HadaJIbHO-KpaeBasi 3a/1a4a JJIs 1apaboJImaecKoro ypaBHeHus,
KOT/1a 9aCTh (DYHKITUN UCTOTHUKA, 3aBUCSIIAS TOJIBKO OT BpeMeHn, Hen3BecTHA. [lokazano, 9T0 B oT/in4ane
OT KJIacCH4IecKoit 3aa4un Heiimana /1 o6paTHO 331898 ¢ HHTErPAJIbHBIM YCIOBHEM IEPEOIIPE/IeJICHUS
BO3MOXKHa, CXOMMOCTh €€ HEeCTAIlMOHAPHOI'O PEIIeHUs K COOTBETCTBYIOIIEMY CTallMOHApPHOMY IIDH €cTe-
CTBEHHBIX OFPAHMYEHUAX HA BXOJHBIE JAaHHBIE.

Kuaro4yeBbie cjioBa: mapaboJsimyeckoe ypaBHEHHE, obpaTHas 3ajada, PYHKIUA UCTOTHUKA, allpUOpPHAs

OII€HKa, HEJIOKAJIbHOE YCJIOBHUE IIe€peOolIpeIe/ICHUA.
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Abstract. The global solvability of the inhomogeneous mixed boundary value problem and control prob-
lems for the reaction—diffusion—convection equation are proved in the case when the reaction coefficient
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1. Introduction. Solvability of the boundary value problem

In recent years, there has been an increasing interest in the study of inverse and control
problems for models of heat and mass transfer, electromagnetism and acoustics. A number of
papers are devoted to the theoretical analysis of these problems, of which we note [1-16]. In
these papers, the solvability of boundary value problems, inverse and extremum problems for
the specified models was proved, and the questions of uniqueness and stability of their solutions
were studied. Related problems for models of complex heat transfer were studied in [17,18].

This paper which continues a series of papers by the authors [10-14] is devoted to the theo-
retical analysis of the boundary value and control problems for the nonlinear reaction—diffusion—
convection equation, considered under inhomogeneous mixed boundary conditions on the bound-
ary of the domain.

In bounded domain 2 C R? with boundary I, consisting of two parts I'p and Iy, the following
boundary value problem for nonlinear reaction—diffusion—convection equation is considered:

—div(A(x)Vy) +u- Vo + k(p,x)p = f in Q, (1.1)

=1 onTIp, A\(x)(0p/On+ a(x)p) =x on I'y. (1.2)

Here the function ¢ means the concentration of the substance, u is a given vector of velocity,
f is a volume density of external sources of substance, A(x) is a diffusion coefficient, function
k(p,x) is a reaction coefficient, x € §2. Below we will refer to the problem (1.1), (1.2) for the
given functions A, k, f,%, « and x as Problem 1.

*alekseev@iam.dvo.ru
Tmlnwizard@mail.ru
© Siberian Federal University. All rights reserved
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In this paper, we first prove the global solvability of Problem 1 and the nonlocal uniqueness
of its solution in the case, when the reaction coefficient k(¢, x) is sufficiently arbitrarily depends
on both the concentration ¢ and the spatial variable x, and the nonlinearity k(¢,x)y is mono-
tone. Under additional conditions on the functions A, f, x, , ¥ and the reaction coefficient k the
minimum and maximum principles are established for the concentration ¢. Further, a control
problem is formulated, in which the role of controls is played by the diffusion coefficient A, the
volume density of external sources of substance f and the density of boundary sources y and
its solvability is proved. For the mentioned problems, with specific reaction coefficients, an opti-
mality system is derived and, based on its analysis a theorem on the local stability estimates of
optimal solutions is formulated. This theorem can be proved according to the scheme described
in detail in [11-16].

When analyzing the problems under study, we will use the Sobolev functional spaces H*(D),
s € R. Here D means either a domain 2, or some subset Q) C 2, or part I'p of the boundary T'.
By || - ls.0:| - s, and (-, -)s,o we will denote the norm, seminorm and scalar product in H*(Q).
The norms and scalar products in L?(Q), L?(2) or in L?(T'y) will be denoted by ||| o and (-, -)g,
|- llo and (-,-) or || - [[ry and (-,-)ry, respectively. Let L% (D) = {k € LP(D) : k > 0}, p > 3/2,
Z ={velL*Q)?:divv=0inQ, v-nlp, =0}, H; (Q) = {h € H(Q) : h > X\ > 0 in O},
s>3/2, T ={p € H(Q) : ¢|r, = 0}. Here and below ¢|r, denotes the trace of a function
¢ € HY(Q) on the part I'g of the boundary I'. For any function ¢ € T the Friedrichs—Poincaré
inequality [[Vel|g > dol[¢]|F o holds, where positive constant d; does not depend on ¢.

Let the following conditions hold:

(i) © is a bounded domain in R?® with boundary I' € C%!, consisting of closures of two
non-intersecting open parts I'p and I'y (T =TpUTy, ['p NIy = 0), and meas I'p > 0;

(i) A € H (), s >3/2, f € L?(Q), x € L*(T'y);

(i) ue Z, v € HY*(I'p), a € L2 ('y).

(iv) The function k : R x © — R is nonnegative. In addition, for any function v € H!(f2)
the embedding k(v,-) € L% (Q2) holds for some p > 3/2, independent of v, and on any ball
B, ={ve H'(Q) : ||v|li,o < 7} of radius r the following inequality holds:

[k(v1,+) = k(ve, )l e(e) < Lrllvr — vallpae) Vvi,v2 € By (1.3)

Here the constant L,. depends on r but does not depend on vy, vy € By;

(v) (k(p1, )1 — k(p2,) 2,1 — p2) = 0 for all 1,2 € H'(Q);

(Vi) k(e Mze (o) < All@ll] o+ B for all o € H*(Q), where number p is defined in (iii), r > 0
is a fixed number, A and B are nonnegative constants.

Let us note that the condition (iv) describes an operator acting from H'(Q) to LP(Q), p > 3/2,
allowing to take into account the rather arbitrary dependence of the reaction coefficient & on
both the concentration ¢ and the spatial variable x. Condition (v) means that the nonlinearity
k(p, )¢ is monotone [19, p. 182], and condition (vi) restricts the growth in ¢ of the reaction
coefficient by a power function with exponent r.

The specified conditions will provide a proof of the solvability of Problem 1 considered under
the inhomogeneous Dirichlet condition on the part I'p of the boundary I'. As an example of the
function k(p, -) satisfying (iv)—(vi) we give the function k : R x Q — R, such that k(p,x) = ¢?
for x € @ where @ is a subdomain of domain §, k(p,x) = ko(x) € Li/Q(Q\@) for x € 0\ Q.

Let us also remind that, by the Sobolev embedding theorem, the space H'(f2) is embedded
into the space L?(2) continuously at s < 6 and compactly at s < 6 and, with a certain constant
Cs, depending on s and €2, we have the estimate

lelle) < Csllellha Vo € HY(Q). (1.4)

The following technical lemma holds (see details in [7]).
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Lemma 1.1. Let, in addition to condition (i)-(ii), uw € Z, ki(-) € L1(Q), p > 3/2. Then the
following relations hold:

AV, V)| < vslMls.ellellallnllie ¥Ve,n e HY(Q),
(AVh,Vh) = M J|hll3 o VR €T, A = Go)o,

(1.5)

[(u- Vo, )| < illullzs@ellelielnlie Veo,n e HY(Q), (a-Vhh)=0YheT,  (16)

| @)ra] < velixliey lelle Vx € L2 (Tw), ¢ € H(9Q), (L.7)
|(Aag, nry| <A sellalrgllellelnllie Ye,ne HY(Q), (1.8)
[(kro,n)| < wollka |l ey llellelinllie Veo,n € HY(RQ). (1.9)

Here X\, = 0pAo, constants y1 and o depend on Q, constants vs and 5 depend on §) and s, v,
depends on Q and p.

Let us multiply the equation (1.1) by h € T and integrate over {2 using Green’s formulae.
Taking into account (1.2), we obtain

()\V(,O, Vh)—i_(k((p, ')307 h)+(uv% h)+()\cup, h)FN = (fa h)+(X7 h)FN Vh e T’ QO|FD = w (110)

Definition 1.1. The function ¢ € H'(Q), which satisfies (1.10), will be called a weak solution
of Problem 1.

To prove the solvability of Problem 1, we need the following lemma [12].

Lemma 1.2. Let condition (i) holds. Then for any function ¢ € H'Y?(I'p) there exists a
function oo € HY(Q), such that o =1 on T'p and with some constant Cr, depending on 2 and
I'p, the estimate ||poll1,0 < Crl¥||1/2,r,, holds.

We represent the solution to Problem 1 as the sum ¢ = @ + ¢o where ¢ is a given function
from Lemma 1.2 and ¢ € T is unknown function. Substituting ¢ = @+ ¢¢ in (1.10) we will have

= (fa h) + (X7 h)FN - ()\VSD()v Vh) - (u ’ v5007 h’) - (Aaw(h h’)FN VheT. (111)
Adding the term —(k(wo, -)¢0, k) to both parts of (1.11), we obtain
()\V(ﬁ, Vh) + (k(<)5 + o, )(@ + <P0) - k(@07 ')@07 h) + (u ’ V(ﬁ, h) + (/\0“157 h)FN =

<lv h> = (f7 h)+(X’ h)FN *(AVQD(), Vh) - (U'VS%, h)i(k(w()a ')QDO, h)i()‘O“pOa h)FN VheT. (112)

Using the Holder inequality, Lemmas 1.1, 1.2, estimate (1.4) and condition (vi), it is easy to
show that [ € 7* and, moreover, the following estimate holds:

1]

7+ < Mi = ||flle +2lxXliry + Cr(vslAls.e +mllallza@p)l1dl 2.0, +

+Cr I (ACTH Y11 j2.r,, + B) + % lIAs.ellallox 9l /2,0, (1.13)

Let us introduce the nonlinear operator A : 7 — T* by

5,92

(A(@), h) = (AV@, Vh) + (E(@ + #0, ) (@ + ¢o) — k(o, )po, h) + (u- V@, h)+

+(Aag,h)ry V@, heT. (1.14)
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It is clear that the problem (1.12) is equivalent to the operator equation A(@) = I. According
to [19, p. 182], to prove the existence of a solution ¢ € T of problem (1.12) it suffices to show
that: 1) the operator A is monotone on 7, that is (A(u)—A(v),u—v)>0 for all u,v € T; 2) the
operator A : T—T* is continuous and bounded; 3) the operator A is coercive on 7.

To prove the monotonicity of the operator A we subtract the relation (1.14) for ¢ = @5 from
(1.14) for ¢ = ¢ where ¢ and @o € T are arbitrary elements. We obtain

(A(@1) = A(@2), h) = (AV(@1 — $2), VR) + (k(P1 + o, ) (1 + ¢o) — k(P2 + w0, ) (P2 + o), h)+

+(u- V(@1 — @2), h) + (Aa(@1 — B2), h)ry, VhET. (1.15)

For h = ¢1 — @9 all terms in the right-hand side of (1.15) are nonnegative due to the properties
of the functions A, o, u indicated in (ii), (iii) and monotonicity of nonlinearity k(p)p. Therefore

(A(P1) — A(P2),P1 — P2) 20 Vp1, 52 €T
To prove the continuity and boundedness of the operator A we rewrite (1.15) in the form
<A(¢1) - A(SZ’?)v h'> = (/\V((ﬁl - 4152)7 Vh) + (k((ﬁl =+ o, ) - k(¢2 + o, ')7 1 + ¥o, h)+

+(k(P2 + o, ) (@1 — P2), h) + (0- V(@1 — @2), h) + (Aa(P1 — @2), h)ry YheT. (1.16)

Using the estimates of Lemma 1.1, the estimates (1.4), (1.9), and condition (iii), from (1.16) we
deduce that

[(A(P1) = A(@2), )| < (3s[[Alls.0 + W LCallerllna)ller = Pallvallbllo+

+pllk(@2 + w0, )llLe ) + MllullLa@ys + 3l ellallex)lér = Galliallbllie YheT. (1.17)

The inequality (1.17) implies the continuity and boundedness of the operator A. Finally, setting
h = ¢ in (1.14) and using conditions (ii), (iv), and (1.6), we arrive at the following inequality
which implies the coercivity of the operator A:

(A(P), @) = (AV, V@) + (k(@ + o, ) (& + o) — k(wo, )0, P)+

+(Aa@, B)ry = MA@l VP ET. (1.18)

As a result we conclude that the solution ¢ € T of the problem (1.11) exists and the estimate
ll1.0 < Culll]l7+, Ce = A1 takes place. In this case, the function ¢ = g + @ is the desired
weak solution to Problem 1 and the following estimate holds:

lellie < My = My + Crllv 1o, (Co=A". (1.19)

Here the constant M; was defined in (1.13) and Cr is the constant from Lemma 1.2.
Let us show that the solution to Problem 1 is unique. Let 1 and py € H'(2) be any two
solutions to Problem 1. Then their difference ¢ = @1 — @y € T satisfies the identity

AV, Vh) + (k(p1,)p1 — k(p2, )p2, h) + (u- Vi, h) + (Aa(pr — p2),h)ry =0Vh e T.

Setting here h = ¢, by virtue of conditions (iii), (v) and (1.6) we arrive at the inequality
Aellell1,0 <0, from which it follows that @1 = 9 in Q. This proves the following theorem.

Theorem 1.1. Let conditions (i)—(vi) hold. Then there exists a unique weak solution p € H'(Q)
of Problem 1 and the estimate (1.19) holds.

— 455 —



Gennady V. Alekseev, Roman V. Brizitskii Analysis of the Boundary Value and Control Problems. ..

Within the framework of the approach of [20] we prove the maximum and minimum principles
for a weak solution ¢ to Problem 1. To this end, we assume, in addition to (i)—(vi), that the
following conditions are satisfied:

(vil) Ymin € ¥ € Ymax a-e. on p, fiin < f € foax and Apin < A < Apax a.e. in
Omin € & < Qmax and Xmin < X < Xmax @.€. Ol FN
Here wminv ’l/}maxv fminv fmaxa Xmin, Xmax are nonnegative numbers, while Omin, ®max and >\min7
Amax are positive numbers;

Besides, we will assume also that the reaction coefficient k satisfies the following conditions:

(viii) the reaction coefficient k has the form k = ky(¢) where k1(-) : R — R is a continuous
nonnegative function, satisfying conditions (iv)—(vi), in which one should set k(p,-) = k1(¢),
and every of functional with respect to M; and m; equations

kl(Ml)Ml = fmax and kl(ml)ml = fmin (120)
has at least one solution.
We set
M = max{wrnaxv XHI&X/AIninanlina Ml}a m = min{¢111i11, Xmin/>\maxarna}(7 m1}~ (121)

Theorem 1.2. Let conditions (i)-(iii), (vii), (viii) hold. Then for the solution ¢ € H'(Q) of
Problem 1 the following maximum and minimum principle holds:

m< o< M ae inf. (1.22)

Here the constants m and M are defined in (1.21) where My is a minimum root of the first
equation in (1.20) and my is a mazimum root of the second equation in (1.20).

Proof. Firstly, we prove the validity of the maximum principle in the form of the estimate
» < M in Q. For this purpose we introduce a nonnegative function v = max{p — M,0}. From
the definition of v it follows that the estimate ¢ < M holds if and only if v = 0 in 2. We denote
by Qur C Q a measurable subset of €2, at the points of which the inequality ¢ > M holds, by I'j,
we denote the measurable subset of the part I'y, at the points of which the condition v|p,, > 0 is
satisfied. Set Q1 = Q\ Qpr, 'y = Ty \T'py. From [21, p. 152] and [22] it follows by the definition
of the constant M in (1.21) that v € T, and the following relations hold:

v=p—M>0and Vo=Vein Qp; v=0and Vo=0in Qq;v|r, =0,

(AVe, Vo) = (AVu,Vo)q,, = (AVu,Vv), (u-Ve,v)=(u-Ve,v)q, = (u-Vo,v) =0.

We set h = v in (1.10) at k(p) = k1(¢) and add to both sides of the resulting equality the term
—(k1(M)M,v)q,, — (AaM,v)r,,. Taking into account the properties of v we obtain

(/\VU, V’U) + (kl (U + M)(U + M) - kl(M)M7 U)Qj\l + (/\Oﬂ}, v)FM =

=(f —ki(M)M,v)g,, + (x — AaM,v)r,,. (1.23)

From the definition of the constant M in (1.21), relations (1.20) and conditions (ii),(iii),
(vi) and (vii) it follows that the right-hand side in (1.23) is non-positive while the second and
third terms in the left-hand side are nonnegative. Taking into account this fact and the second
inequality in (1.5) from (1.23) we arrive at the estimate |[v[|] o < 0, from which it follows that
v = 0. This means the validity of the estimate of ¢ < M in Q.

To prove the minimum principle in the form of the estimate ¢ > m in Q we introduce a
non-positive function w = min{p — m, 0} and note that the validity of the minimum principle is
equivalent to the condition w = 0 in €. Let us denote by €2, a measurable subset of 2, at the
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points of which ¢ < m. By I'},, we denote a measurable subset of the part 'y, at the points of
which ¢|r,, < m. Set Qs = Q\ Q,,, T's =T x \ I'),. By definition of Q,, and T',,, we have

w=p—-m<0 and Vw=Vp in Q,,; w=0 and Vw=0 in Qy, w =0 on I's.

Setting h = w in (1.10) at k(v) = k1(p) we add to both sides of the resulting relation the term
—(k1(m)m,w)q,, — (Aam,w)r,, . Taking into account the properties of the function w we obtain

m*

(AVw, Vw) + (k1(w +m)(w + m) — ki (m)m,w)q,, + (Aaw,w)r,, =

= (f —ki(m)m,w)q,, + (x — Aam,w)r,,. (1.24)

From the definition of the constant m in (1.21), (1.20) and conditions (ii), (iii) (v), (vii) it follows
that the right-hand side in (1.24) is non-positive while the second and third terms in the left-hand
side are nonnegative. Taking into account this fact, from (1.24) we derive that w = 0. O

Remark 1.2. For power-law reaction coefficients, the parameters M; and m; are easily calcu-
lated. For example, for ki (¢) = ¢?, we easily deduce that M; = fél/ai, my = fl/3

min*

2. Formulation and solvability of control problem

To formulate the control problem we divide the set of initial data of Problem 1 into two
groups: a group of fixed data, to which we assign the functions u, k(p,+),« and 9, and the
control group, to which we assign the functions A, f and y, assuming that they can change in
some sets K1, Ko and K3 satisfying the condition

(j) K1 € H; (), K2 € L*(Q) and K3 C L*(T'y) are nonempty convex closed sets.

Define the space Y = T* x Hl/z(l“D). Setting u = (A, f, x), K = K7 x K3 x K3 we introduce
the operator F = (Fy, Fy) : HY(Q) x K — Y by formulae: Fy(p) = ¢|r,, — 1 and

<F1(§0’ u)7 h> = ()‘VQOv Vh) + (k(<p7 ')(,0, h) + (u : v‘ﬂv h) + ()\Oé(p, h)FN - (fv h) - (X7 h)FN

and rewrite (1.10) in the form F'(¢,u) = 0. Considering this equality as a conditional restriction
on the state ¢ € H'(2) and control u € K, we introduce the cost functional I and formulate the
following conditional minimization problem:

_ Mo H1 H2 M3 .
T(pw) = FI(0) + TN Z0 + G IR+ T HxIF, — in,

F(p,u) =0, (p,u) € H(Q) x K.

(2.1)

We denote by Z,q = {(p,u) € H'(Q) x K : F(p,u) =0, J(p,u) < oo} the set of admissible
pairs for the problem (2.1) and suppose that the following condition is satisfied:

(33) 1o >0, pu; 2 0,4=1,2,3, and K is a bounded set or u; > 0, 7 =0,1,2,3 and functional
I is bounded below.

We use the following cost functionals:

h(w)=|@—wdé=/Q<p—<p”dx, IL(e) = llo — &3 o (2.2)

Here p? € L2(Q) (or ¢ € H'(Q)) is a given function in some subdomain Q C €.

Theorem 2.1. Let, in addition to conditions (i), (iii)—-(vi), and (5), (jj), I : H*(Q) — R be a
weakly semicontinuous below functional and let Z,q # 0. Then there exists at least one solution
(p,u) € HY(Q) x K of the control problem (2.1).
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Proof. Let (pm, um) € Zaq be a minimizing sequence for which the following is true

lm J(pm,um)= inf J(p,u)=J".

m—oo (o u)EZaa

Condition (jj) and Theorem 1.1 yield the following estimates:

Amlls.e <en Ifmlle < ez IXmlry <es, llomllie < e (2.3)

where the constants ¢;, 1 = 1,2, 3,4 don’t depend on m.

From the estimates (2.3) and from the condition (j) it follows that there exist weak limits
N € Ky, f* € Ko, x* € K3 and ¢* € HL(Q) of some subsequences of sequences {\,}, {fm},
{xm} and {©, }, respectively. Corresponding subsequences will be also denoted by {A.}, {fm},
{Xm} and {¢y, }. Moreover, due to the compactness of the embeddings H'(Q) C LP(12) for p < 6,
HY?(Ty) C LA(Ty) for ¢ < 4, H*(Q) C L>=(Q) and H*~'/2(I'y) € L>®(T'y) for s > 3/2 we can
assume for m — oo, that

Om — ©* weakly in H(2), weakly in L5(2) and strongly in L*(Q2), s < 6,
Omlry — ©*|ry Weakly in HY/2(T'y), weakly in L*(I'y) and strongly in LY(Ty), ¢ < 4,
fm — f* weakly in L?(Q), Xm — X" weakly in L2(T'y), (2.4)
Am — A* weakly in H*(Q) and strongly in L>°(Q),

Anlry — A*|ry weakly in H*~Y/2(I'y) and strongly in L®(I'y), s> 3/2.
It is clear, that F5(¢*) = 0. Let us show that Fy(p*, u*) = 0, that is, that
(N'Ve*, Vh)+ (k(p*, )" h)+ (a- V™ h)+ (N ap*, h)ry = (f*,h)+ (X" h)ry Yh € T. (2.5)
To this end we note that the pair (¢, u,) satisfies the identity
(AmVom, Vh) + (E(em; )pm, h) + (0 Vo, h) + (Amaom, h)ry =

= (fmsh) + (Xms W)ry YR €T, (2.6)

Let us pass to the limit in (2.6) as m — oo. From (2.4) it follows that all linear terms in (2.6)
pass into corresponding ones in (2.5).

Let us study the behaviour of nonlinear terms for m — oo starting with (k(om,)¢m,h). To
prove the convergence

(k(@ms ) om, h) = (k(¢*, )", h) asm = oo VheT (2.7)

it is enough to show that k(¢m, )om — k(p*,-)¢* weakly in L5/5(Q) as m — co. From (1.3)
it follows that k(@m, ) — k(¢*,-) strongly in L?/%(Q), and from (2.4) it follows that ¢, — ¢*
weakly in L5(Q) as m — oo. We derive from these properties that k(¢m, )em — k(¢*,-)¢*
weakly in L9/°(Q) and therefore (2.7) also holds.

For the term (A, Vo, VR) the following equality holds:

AmV@m, VA) — (A*Ve*, VA) = (Am — A )Vom, VA) + (V(om — ¢*), \*Vh). (2.8)

Since \*Vh € L?(Q)3, then from (2.4) it follows that (V(¢n, — ¢*),A\*Vh) — 0 as m — oo for
all h € T. Using Holder’s inequality, (2.3) and (2.4) we easily deduce for the first term in the
right-hand side of (2.8) that

(A = A )V, VR < [Aem = Al oo [ Veemllal| Vil = 0 as m — 00 Yh € T.
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Then from (2.8) we obtain that (A, Vo, Vh) = (A*Ve*,Vh) asm - coVh e T.
Similarly, for the nonlinear term (A, @@, h)r, we have that

()‘ma@mv h‘)FN - ()\*agp*, h)FN = ((/\m - )‘*)a(pma h)FN + (/\*O‘(gpm - 90*)7 h’)FN' (29)

Since \*ah € L*3(Ty) then by virtue of (2.4) (¢ — ¢*, N*ah)r, — 0 for all h € T as m — oco.
Using Holder inequality, (2.4) and the uniform boundedness of the quantity |||/ z1(r,) for any
m, we deduce for the first term in the right-hand side of (2.9), that

(O = A2 W] < I = Xl ol Il 2oy ALz — 0 as m = oo,

To complete the proof notice that the fact J(p*,u*) = J* follows from aforesaid and from the
weakly continuity below on H'(Q) x H*(Q) x L*(2) x L*(T'y) of the functional J. ]

Remark 2.1. The functionals defined in (2.2) satisfy the conditions of Theorem 2.1.

3. Derivation of the optimality system and stability
estimates

The next stage in the study of the control problem (2.1) is the derivation of the optimality
system. It provides valuable information about additional properties of optimal solutions for
specific reaction coefficients, for example, in the case when k(g, -) = ¢©?|¢|. Based on its analysis,
one can establish, in particular, the uniqueness and stability of the optimal solutions More
details about the method for deriving estimates of local stability of optimal solutions can be
found in [11-16].

Based on the theory developed in [11-16] we introduce the space Y* = T x H'/?(I'p)* dual
of the space Y. It is easy to show that for the case k(ip, ) = ©?|¢| the Fréchet derivative of the
operator F = (Fy, Fy) : HY(Q) x K — Y with respect to ¢ at any point (¢, 4) = (@,X,f,)%) is
a linear continuous operator F/,(¢, ) : H'(€2) — Y that maps each element 7 € H'(f2) into an
element F/,($,@)(1) = (§1,92) € Y. Here the elements §; € 7* and g, € H'/?(I'p) are defined

by ¢, A and 7 with the help of the following relations:
(i1, h) = (AVT, Vh) + 4@ Q|7 h) + (Ao, )y + (0-V7,h) YheT, yo=7lrp.  (3.1)

By F/(¢,4)* : Y* — H'(Q)* we denote an operator adjoint of F/ (¢, ).

According to the general theory of smooth-convex extremum problems [23], we introduce an
element y* = (6,¢) € Y*, to which we will refer as to an adjoint state and we will define the
Lagrangian £ : H'(2) x K x Y* — R by

E(@auay*) = J(vau)+<y*aF(QPvu)>Y*XYEJ(907 u) + <F1(§07u)79>7—*><7’ + <<7F2(<p7u)>FD7

where <C, '>FD = <C, '>H1/2(FD)* xHY2(T'p)"
Since ¢2(4| € L2 (1) then from [12] it follows that for any f € T* and ¢ € HY/?(I'p) there
exists a unique solution 7 € H!(2) of the linear problem

(AVT, Vh) 4+ 4(¢%@|m, h) + (Aar, h)ry + (u- V7, h) = (f,R)Yh € T, 7|r,, = 9. (3.2)

Therefore the operator F(p,u) : H 1(Q) — Y is an isomorphism and from [23] the following
assertion follows.

Theorem 3.1. Let, under conditions (i), (iii)—(vi) and (7), (77), k(e,-) = ©*|¢l|, the functional
I: HY(Q) — R is continuously differentiable with respect to ¢ at the point ¢ and let an element
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(p,0) € HY(Q) x K be a local minimizer for the problem (2.1). Then there exists a unique
Lagrange multiplier (adjoint state) y* = (0,() € Y*, such that the Euler—Lagrange equation
FL(p,a)*y* = =J,(p,a) in H(Q)* takes place which is equivalent to the relation

(S\V’I} VG) + 4(952‘@“—7 9) + (S‘OZT’ G)FN + (11 : VT; 0) + <C7 T>FD =

= —(po/2)(I(), 7) V1€ H'(Q), (3:3)

and the minimum principle L(p,0,y*) < L(P,u,y*) Yu € K holds which is equivalent to the
inequalities

(A = Naa+ (A=AV@, V) + (A= Nag,0)r, > 0VA € Ky, (3.4)
pa(fs f = fla—(f = 1.0) >0 Vf € K, (3.5)
13(Xs X — X)ry — (X = X, 0)ry =0 Vx € Ks. (3.6)

The relations (3.3)—(3.6) together with the operator restriction F($,4) = 0 comprise an
optimality system for problem (2.1). It plays an important role in the study of uniqueness and
stability of its solutions.

In conclusion, we formulate a theorem on the local stability of optimal solutions of problem
(2.1) for I(¢) = |lp — <pd||2Q, which is proved according to the scheme proposed in [11].

Theorem 3.2. Assume that the conditions (i), (iii)—(vi) and (j), (jj) take place and k(yp, ) =
= ©?|p|. Let the quadruple (p;, \i, fi, xi) € X X K be a solution of the problem (2.1) at I(p) =
= |l — (|3, which corresponds to a specified function o € L*(2), i = 1,2. Let the data of the
problem (2.1) or parameters o, pi1, bo and pg be such that the following condition hold:

nipo < (1—e)pr, mypo < (1—&)pa, mipo < (1—¢)ps, (3.7)

where e€(0,1) is an arbitrary number, the parameters ni, k=1,2,3,4, monotonically depend on
the norms of the initial data of the problem (2.1). Then the following local stability estimates
hold:

A1 = Aolls.0 < Vio/ (1) (0.5 4+ na) |9 — 5]l 0; (3.8)
If1 = falle < Vio/(ep2)(0.5 +ma)|lef — ¢4lla, (3.9)
Ix1 = xellry < Vio/(en3)(0.5 + na) 0 — ¢hllq, (3.10)

1 — @ollne < (wivpo/(epn) +way/po/ (ep2) + wsv/ o/ (e13)) (0.5 + ma) o — ©3llq- (3.11)

Here wi = Cu(Villallry My + vsMy), wa = Cy, w3 = ¥2Cy, where Ay, ¥2,75,7s, C = 1/ Ay are
the constants from Lemma 1.1 and M, is defined in (1.19).

A similar theorem can be formulated and proved for the functional I5(¢) in (2.2). The authors
plan to devote a separate paper to a more detailed study of the issues of uniqueness and stability
of optimal solutions.

The work was carried out within the framework of the state assignment of the Institute of
Applied Mathematics, FEB RAS (Theme no. 075-01095-20-00).
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AHann3 KpaeBbIX 3a/a4 U 337249 YIIPABJIEHUS
JJIsi HEJIMHEHOTO ypaBHEHUS
peaknuu-a1ddy3nn-KOHBEKITNN

T'eunanuii B. AjiekceeB

Poman B. Bpusnnkwmii
UNucruryT npuxiaanoit maremaruku JIBO PAH
Biragusocrok, Poccuiickas Peniepariust

Awnnoranusi. /lokasbiBaercs ritobaabHas pa3perrmMoCTb HEOTHOPOIHON CMeNTaHHOM KPaeBoil 3a/adn u
3a71a4 yIpaBJIeHus JJjis YPaBHEHUs peaKInu-1uddy3un-KOHBEKIINN B CJIydae, KOTia KO3 UIMEHT peak-
MU HEJIMHEHHO 3aBUCUT OT KOHIIEHTparuu. [Ijis1 pereHust KpaeBoil 3a/a4u yCTAHABIUBAIOTCS [TPUHITUIIBI
MakKCcUMyMa U MuHUMyMa. 1 3a7a9 yrnpaB/ieHus ¢ KOHKPETHBIMU KOIMDMUIMEHTAMU PEAKIIUA BBIBO-
AATCA CACTEMbI ONITUMAJIBHOCTH U YCTaHABJIMBAIOTCA OIEHKU JIOKAJIbHON YCTONYMBOCTH ONTHUMAJIbHBIX
pelIeHuit.

KuroueBrbie cioBa: HelmHeEHOe ypaBHEHHE peakinnu-auddy3nn-KOHBEKITNN, CMEIIaHHbIe TPAHUIHbIE
YCJIOBUSI, IPHUHIUII MAaKCUMyMa, 3a/a4d YIpPaBJeHUsd, CUCTEeMbl ONTHUMAaJIbHOCTH, OIEHKHU JIOKAJbHOMN
YCTOUYUBOCTH.
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Introduction

We consider inverse problems with pointwise overdetermination for a parabolic system of the
form

Lu =u + A(t,z, D)u = f(z,t), (t,z) € Q=(0,T)xG, GCR", (1)

where
n

A(t,z,D)u = — Z aij(t, ) ug, o, + Zai(t,x)uzi + ao(t, x)u,

ij=1 i=1
G is a bounded domain with boundary I' € C?, a;;, a; are matrices of dimension h x h, and u is

a vector of length h. The system (1) is supplemented by the initial and boundary conditions

ule—o = up, Buls =g, 5=(0,T)xT, (2)

n
where Bu = Y v;(t, 2)us, + Yo(t, x)u. The overdetermination conditions are as follows:
i=1
<ulxg,t),e; >=(t), i=1,2,...,m (3)

where the symbol < -,- > stands for the inner product in C", {e;} is a collection of vectors of
unit length and among the points {z;} as well as the vectors {e;} can be coinciding points and
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vectors. The right-hand side is of the form f = Z filx,t)q;(t) + fo(z,t). The problems is to

find the unknowns ¢;(t) occurring into the right- hand side and the operator A as coefficients
and a solution u to the system (1) satisfying (2) and (3). The conditions (3) generalized the
conventional pointwise overdetermination conditions of the form w(z;,t) = 1;(¢). In particular,
it is possible that only part of the coordinates of the vector u at a point x; is given. These
problems arise of describing heat and mass transfer, diffusion, filtration, and in many other fields
(see [1-3]) and they are studied in many articles. First, we should refer to the fundamental ar-
ticles by A.I. Prilepko and his followers. In particular, an existence and uniqueness theorem for
solutions to the problem of recovering the source f(t,z)q(t) with the overdetermination condition
u(xzo,t) = ¥(t) (zo is a point in G) is established in [4,5]. Similar results are obtained in [6] for the
problem of recovering lower-order coefficient p(t) in the equation (1). The Holder spaces serve as
the basic spaces in these articles. The results were generalized in the book [7, Sec. 6.6, Sec. 9.4],
where the existence theory for the problems (1)—(3) was developed in an abstract form with the
operator A replaced with —L, L is generator of an analytic semigroup. The main results employ
the assumptions that the domain of L is independent of time and the unknown coefficients occur
into the lower part of the equation nonlinearly. Under certain conditions, existence and unique-
ness theorems were proven locally in time in the spaces of functions continuously differentiable
with respect to time. We note also the article [8], where an existence and uniqueness theorem
in the problem of recovering a lower-order coefficient and the right-hand was established with
the overdetermination condition u(x;,t) = ¢(t) (x; are interior points of G, i = 1,2). There are
many articles devoted to the problems (1)—(3) in model situations, especially in the case of n = 1
(see, for instance, [9-14]). In these articles different collections of coefficients are recovered with
the overdetermination conditions of the form (3), in particular, including boundary points z;. In
this case the boundary condition and the overdetermination condition define the Cauchy data at
a boundary point. Many results in the case of n = 1 are exhibited in [15]. Note the book [16],
where the solvability questions for inverse problems with the overdetermination conditions being
the values of a solution on some hyperplanes (sections of a space domain) are studied. The
problems (1)—(3) were considered in authors’ articles in [17,18], where conditions on the data
were weakened in contrast to those in [7, Sec.9.4] and the solvability questions were treated in
the Sobolev spaces. In contrast to the previous results, we examine the case of the points {x;}
lying on the boundary of G as well and the special overdetermination conditions (only some
combinations of the coordinate of a solution are given). These overdetermination conditions also
arise in applications (see [3]). Note that numerical methods for solving the problems (1)—(3)
have been developed in many articles (see [2,3,19]).

1. Preliminaries

First, we introduce some notations. Let E be a Banach space. Denote by L,(G;E) (G
is a domain in R™) the space of strongly measurable functions defined on G with values in
E and the finite norm |[|[|lu(x)|gl/z,(@) [20]. We employ conventional notations for the space
of continuously differentiable functions C*(G; E) and the Sobolev space Wi(Q; E), Wy (G; E),
etc. (see [20,21]). If E = C or E = C" then the latter space is denoted simply by W;(G).
Therefore, the membership u € W3 (G) (or u € C*(G)) or a € W3 (G) for a given vector-function
u = (u1,u2,...,u;) or a matrix function a = {aij}§,1:1 mean that every of the components w;
(respectively, an entry a;;) belongs to the space W3 (G) (or C*(G)). Given an interval J = (0,7,
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put W (Q) = W3 (J; Ly(G)) N Lyp(J; Wi (G)), Respectively, we have W (S) = W3 (J; Ly(I')) N
Ly(J; W} (I)). The anisotropic Holder spaces C*#(Q) and C*#(S) are defined by analogy.

The definition of the inclusion I" € C?® can be found in [22, Chapter 1]. In what follows we
assume that the parameter p > n + 2 is fixed. Let Bs(z;) be a the ball of radius ¢ centered at
x; (see (3)). The parameter § > 0 will be referred to as admissible if Bs(x;) C G for interior
points z; € G, Bs(x;) N Bs(x;) = 0 for x; # x;, i,j = 1,2,...,r, and, for every point z; € T,
there exists a neighborhood U (the coordinate neighborhood) about this point and a coordinate
system y (local coordinate system) obtained by rotation and translation of the origin from the
initial one such that the y,-axis is directed as the interior normal to I' at x; and the equation of
the boundary U NT is of the form y,, = w(y’), w(0) =0, |y'| < do, v = (Y1, - -, Yn_1); Moreover,
we have w € C3(Bj(0)) (B5(0) ={y': |y/| <d}) end GNU ={y : || < 36,0 < yp —w(y') < &1},
R"\G)NU ={y: |y| <d,—6 < yn —w(y') < 0}. The numbers §,d; for a given domain G are
fixed and without loss of generality we can assume that §; > (M + 1), with M the Lipschitz
constant of the function w. Assume that Q™ = (0,7) X G, Gs = U;(Bs(x;)NG), Qs = (0,T) x G,
Q5 =(0,7) x Gs, Ss = (0,T) x U;(Bs(z;) NT).

Consider the parabolic system

Lu=wu;+ A(t,z,D)u = f(t,z), (t,z) e Q= (0,T)xG, G CR", (4)

where
n

n
A(t,z,D)u = — Z aij(t, ) g, o, + Zai(t,x)uzi + ap(t, x)u,
i,j=1 i=1
a;j, a; are matrices of dimension h x h, and w is a vector of length h. The system (4) is supple-
mented with the initial and boundary conditions (2). We assume that there exists an admissible
number 6 > 0 such that

aij € C(@), ar € LP(Q)’ Vi € 01/2’1(5), a;; € LOO(O,T; W;O(Gg)), (5)
ar € Ly(0,T; W) (Gs)), i,j=1,2,....,n, k=0,1,...,n. (6)
The operator L is considered to be parabolic and the Lopatiskii condition holds. State these
n
conditions. Introduce the matrix Ao(t,z,§) = — > a;;(t,2)&E; (£ € R™), and assume that
ij=1

there exists a constant d; > 0 such that the roots p of the polynomial
det (Ao (t, z,i€) + pE) =0
(E is the identity matrix) meet the condition
Rep < —01[¢[* V€ €R™ V(a,t) € Q. (7)

The Lopatinskii condition can be stated as follows: for every point (g, xg) € S and the operators

n
Ao(z,t,D) and Bo(z,t,D) = > vi(t,x)0y,, written in the local coordinate system y at this
i=1

point (the axis 1y, is directed as the normal to S and the axes yi,...,y,—1 lie in the tangent
plane at (zo, o)), the system

()\E + Ao(l‘o, to, Zf/, 8 n))’l)(Z) =0, Bo(l‘o, to, Zf/, 8 n)U(O) = hj, (8)
where & = (£&1,...,€n-1), yn € RT, has a unique solution C(@W decreasing at infinity for all
¢ eR" L |arg \| < /2, and h; € C such that [£/| + |\ # 0.

- 465 —



Sergey G. Pyatkov, Vladislav A.Baranchuk On some Inverse Parabolic Problems. ..

We also assume that there exists a constant €1 > 0 such that
Re (_Ao(taxag)’r]an) z 51‘€|2|77|2 vé. € Rn7 ne (Cha (9)

where the brackets (-,-) denote the inner product in C* (see [22, Definition 7, Sec. 8, Ch. 7|).

Let N
‘det(zwm > 20 > 0, (10)
=1

where v is the outward unit normal to I', gy is a positive constant, and
ug(z) € W;‘Q/p(G), gE W;O’%O (S), B(x,0)uo(z)|r = g(z,0) Vo € T, (11)

where ko = 1/2—1/2p. Fix an admissible § > 0. Construct functions ¢;(z) € C§°(R™) such that

T

@i(z) = 1in Bs/a(x;) and @;(x) = 0in R™\ Bss4(2;) and denote p(x) = > ¢;(x). Additionally
i=1
it is assumed that
p(a)uo(x) € Wy=2P(G), g € Wyt2H1(S) (k=1 1/2p), (12)
[eC? vy eCH(Ss) (k=0,1,2,...,n). (13)
The proof of the following theorem can be found in [18].

Theorem 1. Assume that the conditions (5)—(13) hold for some sufficiently small admissible
0 > 0 and the function ¢, f € L,(Q7), fy € L,(0,; Wpl(G)), and 7 € (0, T]. Then there exists
a unique solution u € WZ}’Q(QT) to the problem (4), (2). Moreover, pu; € L, (O,T; I/Vp1 (G)) and
ou € Ly(0,7W2(G)). If g=0 and ug = 0 then we have the estimates

||UHW;*2(QT) < C||fHLP(Q’)7 (14)
[ullwrz oy + leuel e, omwi@n+ leullz,omwz@) < [l flle,@n + lefllo,omwi@n]:

where the constant ¢ is independent of f, a solution u, and T € (0,T).

2. Main results

Consider the problem (1)—(3), where

T n n
A=1Ly— Z qrx(t) Ly, Lyu=— Z afj(t, T) Uy e, + Zaf(t, YUy, + ak(t, 2)u,
k=m+1 ij=1 i=1

and k =0,m+1,m+2,...,r. The unknowns ¢; are sought in the class C([0,T]). Construct a
matrix B(t) of dimension r X r with the rows

< fl(t,wj),ej >0, < fm(t,Ij),ej >, < Lm+1u0(t,xj),ej >0, < Lruo(t,xj),ej > .
We suppose that
¥y € CH[0,T)), <uolwy),e; >=1;(0)(j =1,2,...,7), m € CY/>(S)NC*(S;),  (15)

aj; € C(Q) N Loo (0, Ts W (Gs)), af € Lp(Q) N Loo(0, T3 W, (Gs)) (1,5 =1,...,n),  (16)
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fi € Lp(Q) N Lo (0, T; W(Gs)) (i =0,1,...,m), (17)

foe some admissible § >0, p>n+2,and k=0m+1,...,r, [ =0,1,...n;
af (t,z1), fi(t, 1) € C([0,T]) (18)

for all possible values of i, k,l. We also need the condition
(C) there exists a number §p > 0 such that

|det B(t)| > dp a.e. on (0,T).
Note that the entries of the matrix B belong to the class C([0,T]). Consider the system
¢jt(0)+ < LOuO(O,xj),ej > —< fO(O,xj),ej >=

m my
= Zq()k < fr(0,25),e; > + Z qor < Lipuo(0,z;),e; >, j=1,...,r, (19)

k=1 k=m+1
where the vector o = (qo1,go2; - - -, Gor-) is unknown. Under the condition (C), this system is
I
uniquely solvable. Let Ay = Lo — Y. qoxLi. Now we can state our main result.
k=m+1

Theorem 2. Let the conditions (9)—(13), (C), (15)—(18) hold. Moreover, we assume that the
conditions (7), (8) are fulfilled for the operator O, + Ay. Then there exists a number 7° € (0,T]
such that, on the interval (0,7Y), there exists a unique solution (u,q1,qz,-..,qr) to the problem
(1)-(3) such that u € L,(0, 7% W2(G)), us € LP(QTO), q;(t) € C([0,7°)), i = 1,...,r. Moreover,
ou € Ly(0,7% W2(Gs)), pur € Ly(0,7° W3 (Gy)).

Proof. First, we find a solution to the problem

m
O+ M@= fo+ Y quifi ((#,1) €Q), Plimo = uo(z), B®ls=g. (20)
k=1
By Theorem 1, ® € Wpl’Q(Q), 0P, € L,(0,T; Wp1 (@), @ € L,(0,T; WI;D’(G)) As a consequence
of Theorem III 4.10.2 in [24] and embedding theorems [20, Theorems 4.6.1,4.6.2.], we infer ¢® €
C([0,T7; WS_Q/”(G)) c C([0,T); C3-2/p=n/P(@)). Hence, o® € C([0,T]; C*(G)) after a possible
change on a set of zero measure. The equations (20) and (18) imply that ®.(¢,z;) € C([0,T]).
Note that this function is defined, since every summand in (20) with the weight ¢ belongs to
Ly(0,T; W) (G)) € C*(G; Ly(0,T)) (v < 1 —n/p) (see the embedding theorems in [25] and the
arguments below). Multiply the equation (20) scalarly by e; and take x = x;. We obtain the
equality

< ‘bt(O,xj),ej >+ < LQUQ(O,J?j),(fj > —< fO(O,xj),ej >=

= qor < ful0,25).e5 >+ > qor < Liuo(0,25),¢5 >, j=1,...,r. (21)
k=1 k=m+1

The relations (19) and (21) imply that < ®;(0,z;),e; >= 1;:(0). After the change of variables
d=qo+ ¢ and u = w+ ® in (1), we arrive at the problem

Lw=w+Aw— Y qulww=>Y_ figi+ Y quLi®=F, w0 =0, Bwls=0, (22)
k=m+1 i=1 i=m-+1
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< ’U)(t, xj)a €; >= 'J)j(t) = '(/}](t)_ < (I)(tvxj)?ej >€ Cl([O?T])v 1;](0) = &Jt(()) =0. (23)
Fixing the vector ¢ = (q11,.--,q1») € C([0,7]) and determining a solution w to the problem

(22) on (0, 7), we construct a mapping w = w(q;) = L~'F. Demonstrate that there exists Ry > 0
such that, for ¢; € Bpg,, the problem

Lv=yg, v[t=0=0, Bv|g=0 (24)

for every g € H; m 7 € (0,7] has a unique solution in the class v € W}2(Q"), pv, €
Ly(0,7; W) (G)), ev € Ly(0,7; W2(G)) satisfying the estimate
[ollw2(gry + levell, 0,mwien + vl omwse) < clglla, (25)

where the constant c is independent of T and the vector ¢; € Bpr, and the space H, is endowed
with the norm

[f e, = 1L,y + I f L, 0.mwi@)-
In accord with Theorem 1, the problem
Loiv =v+ Av =g, v|i=o =0, Bu|s =0
for every g € H, has a unique solution such that v € W,2(Q7), pvy € Ly(0,7; W, (G)), v €
Ly(0,7;W3(G)) and
lollwzr2gry + llevellz, o.mwien + vl orwpe) < eallgla,, (26)

where the constant c¢; is independent of 7. In this case the question of solvability of the problem
(24) is reduced to the same question for the equation

f— Z q1iLiLo)' f = g, (27)
i=m-+1
where f = Lgyv. We have the estimate

I
H - Z qiLiv

i=m+1

‘H <cH(leC'([O,T])(”U”WI}*Q(QT)+”‘PthLP(O,T;WI}(G))+||30U||LP(O,T;WS(G)))7 (28)

where the constant ¢ depends on the coeflicients of the operators Ly in @ and is independent of
7 and ¢1. Indeed, the following estimate is obvious

r

|- X aulw, <l@lewn Do ILevla,. (29)
k=m+1 T k=m+1

Estimate the quantity || Lxv|/z,. To this aim, we estimate the norms of every of the summands
in this quantity. For example, estimate the norm

n
||a§€j’uxixj ||H7— < CO(Ha?j’Uﬁfiﬂfg‘ ||LP(Q") + Z ||(p(a§jvﬂfi3?j )JUL ||LP(Q")) <
=1

<ca(lvllz,orwz@) + levle,orws@)) + > lleaki, Ve, L, (30)
=1

- 468 —



Sergey G.Pyatkov, Vladislav A. Baranchuk On some Inverse Parabolic Problems. ..

where the constant ¢; depends on the norms ||ai?j|| L..(Q)- The last summand here is estimated
as follows:

n

k
Y leadia veiall,@n) < e2(levlli,omwz @) + 10l omwi @) <
=1

< a(levle,omwe@) + 1vlc,0mwz@y) (31)

where the constant ¢y depends on the norms ||Vafj Iz, 0,7 (Gs))- Thus, we infer

lafivz.a, |1, < ca(llvllL,0mw2iay + l0vlL,0mws@)): (32)

where the constant ¢4 is independent of 7. Similarly, we derive that

n
laFva, I, < co(llafvellL,@n) + D le(atve)allL, @) <
=1

< a(IVolloaer) + levll,omwzay)s (33)

where the constant ¢; depends on the norms of a¥,a¥, in L,(Q) and the norms of a¥ in L (Qj).
However (see Lemma 3.3 in [22]), we have

Vol @y < cllvllyrzgr,

where the embedding constant is independent of 7. Summing the estimates obtained we justify
(28). Using (28) and the estimate of Theorem 1, we conclude that

| > auratals||, < el@llogomfl., (34)

1=m-+1

where ¢ is independent of 7 and 1 € Bg,. Let Ry = 1/2c2. In this case cQ||Jl||C([0)T]) <1/2
and thereby the equation (27) has a unique solution satisfying the estimate ||f||m, < 2|gm,,
which along with Theorem 1 ensures (25).

Assume that w is a solution to the problem (22), (23). Take = z; in (22) and multiply the
equation scalarly by e;. The traces of all function occurring into the equation exist. First, our
conditions for coefficients and embedding theorems yield pw € C([0,7]; C%(G)) (see the above
arguments for the function ®). Second, as we have indicated above, every of the summands
in (22) with the weight ¢ belongs to L,(0,T; W} (G)) € C*(G; Ly(0,T)) (a < 1 —n/p) (see
embedding theorems in [25]). We arrive at the system

r
< ¢jt;ej >+ < Alw(t, a:j),ej > — Z q1i < Liw(t,xj),ej >=
1=m-+1

=Y < filtmy) e > qult) + D qu < Li®(tx;).e; > (j=1,2,...,7), (35)
1=1

1=m-+1

which can be rewritten in the form
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where coordinates of the vectors 1/7 and R(q1) agree with the functions < zzjt,ej > and <
Aow(t,xj),ej > —Zzzmﬂ qi < Liw(t,xzj),e; > (w = w(q1)); respectively, j-th row of the
matrix B(t) of dimension r X r is written as

< fl(t,xj),ej >0, < fm(t,.%'j),ej >, < Lm+1q)(t,l‘j),€j >0, < Lré(t,xj),ej >,

where j = 1,...,r. This matrix differs from B by the entries < L;®(t,z;),e; >. It is easy to
prove that this matrix is nondegenerate as well on some segment [0, 79]. Indeed, the embedding
theorems (see Lemma 3.3 of Chapter 1 in [22]) imply that V&, ®, .. € 05/2’[3(@) for f <
1—(n+2)/p and all i, j and, therefore,

n

| < Li®(t, ;) — Liuo(t, z;), 65 > [ < D S[up ] lafy (t, ) || Py, (£, 75) — oy, () 1+
el

+3° sup [laf(t,2;) 1 @x, (8 25) — uow, (25) + sup [lal(t,a)) 1@ (8, 25) — uo(as)| < et/
i—1 t€[0,T] t€(0,T]

on [0, 7], where, by the norm of a matrix (for example, ||a¥(t,z;)||), we mean the norm of the
7 J

corresponding linear operator a¥(t,x;) : C* — C". Taking the condition (C) into account, we

can say that there exists 7y > 0 such that

|det B(t)| > d0/2 Vt < 0. (36)
We thus obtain the integral equation
i =B+ Ro(@), Ro(di) =B 'R(@), (37)

where the operator Ry(q1) : C([0,7]) — C([0,7]) (7 < 7p) is bounded. Check the conditions of

the fixed point theorem. Denote Ry, = 2\|B_11;||C([07T]). Let o1, o2 be two vectors of length r
with coordinates ¢} (i =1,2,...,r, j =1,2) lying in the ball Br, = {7 : [|{ll¢(j0,-)) < Ro}. The
functions w; = w(go1), w2 = w(do2) are solutions to the equation (22) satisfying homogeneous
initial and boundary conditions. Let v = w; — wy. We infer

s

Luv=vi+Aw— Y ¢GLo=Y filgg—a)+ Y (¢ —g)Liwi, v=w—ws (38)
1=1

i=m+1 i=m+1

In view of (23) and the definition of Ry,, Ror — 0 as 7 — 0. Hence, there exists a parameter
71 < Tp such that, for 7 < 71, Ror < Ro. Let R = Ro,,. We now derive that there exists a
parameter 70 < 71 such that the equation (37) has a unique solution in the ball By of the space
C([0,79]). Take 7 < 7. Let Go1, oz € Br. We have

[ Ro(qo1) — Ro(qo2)llcpo,7) < c1llR(Go1) — R(Go2)llc o,y <

<2 Y (ILov(t,z)lleqoy + Y, g Liv(t,z))lcqo.r)) <

7=1 1=m-+1

<es Y (ILov(t,z)lleqorny + Y, ILvtz)lcqr)), (39)
j=1 i=m+1

where v is a solution to the problem (38). Note that

IZwv(t, 25)lleqom) < e (loVullwrzgry + Ivlwz2gn), (40)
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where the constant ¢ is independent of 7 € (0,7] and 8 > 0. Validate this inequality. In view of
the conditions on the coefficients a%, a%(t,z;) € C([0,T]). Fix an arbitrary s € (n/p,1 — 2/p).
The embedding W, (G5/2) C C(Gs/2) [20, Theorems 4.6.1,4.6.2.] yields

”ai'cl(t"rj)vxixz (tﬁxj)”C([O 7)) C”Uﬂc ) (t x])HC’( [0,7]) X 01”111%581( )”L (0,7W;3(Gs/2)) <

< e[ Vot ’z)||LOC(O,T;W;+S(G5/2))' (41)
Next, we employ the interpolation inequality (see [20])
||UHW;0(G c||v||W 1) ||UH sz(G) s1 < 80 < 82, Os1+ (1 —0)sa = s¢ (42)
and the inequality
HgHLM(O,T;E) < T(p_l)/p”gtHLp(O,T;E)? Vg € W;}(07T;E)7 g(O) = 07 (43)
resulting from the Newton-Leibnitz formula. Here E is a Banach space. We obtain that
1-6)
1902 ot (s < AVOEDIG_ o ryz-200, ) IV GO rit
< 017(1_9)(p_1)/p(||SDV”HW;Q(Q) + HU||Wp1’2(Q))7 (2-2/p) =1+s. (44)

Here we have used the inequality

||Vv(t7 x)”Loo(O,r;W,?*z/p(Gé/g)) < CHVU(t, x) ”Wplv?(cém)y (45)

where the constant c is independent of 7 (in the class of functions vanishing at ¢ = 0). Estimate
the lower-order summands of the form afv,, (¢, z;), afv(t,x;) in Lyu(t,z;). We conclude that
(se€(n/p,1=2/p), (2—2/p)01 =1+35)

Hal‘cvw» (t, xj)”C (0,7 S cl|ve, (t’xj)HC([Ofr]) < CIHU(tvx)”LOO(o W (G /2)) <

< oty x)HL 0w (G 5/2))Hv(t’x)HlL;e(lo,T;Lp(G(;/z)) < cpr(1—) (P 1/p||v|| 2oy (46)

We have used the estimate (45) applied to v rather than Vu. The second summand is estimated
similarly. The estimates (39)—(46) ensure that

[Ro(do1) — Ro(do2)llc(o,7)) < C4T6(”§va(tvm)||W£’2(QT) + [t x)HW,}’z(QT))’ (47)

where the constant ¢4 is independent of 7 and 8 = min(1 — 6, (1 — 61)(p — 1)/p). Since v is a
solution to the problem (38) and 7 < 71, we can employ (25) and obtain that

Zfz F—a7) Z (4 *qzz)Liwl‘ i

1=m-+1

, (48)

T

|V ot 2) 2 gry + 10t 2) 2 ory

where the constant ¢ is independent of 7. Every of the functions w;, ws is a solution to the
problem (22), where the right-hand side contains the components of the vector go; or ¢pe. The
estimate (25) yields

e (t,2) e gr) + st Dllwpaor <o Yo sl + 3 dlme| . @)
i=1 i=m+1 T
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The estimate (48), (49) and the conditions on the coefficients imply that
[V (8,2 a2 ry + 1t @)y 12y < €1 (). (50)

eVt z) w12 gry + vt 2) w2 gry < c2lldor — Gozlleo,n) (51)
where the constant ¢; are independent of 7. In turn, these estimates and those in (47) validate
the estimate

[ Ro(Go1) — Ro(do2)llc(po,1) < es7|1dor — Gozllcjo,m)) (52)
with a constant cs independent of 7. Choose a parameter 7° < 71 such that c5(7°)% < 1/2. The
fixed point theorem ensures solvability of the equation (37) in the ball Bg.

Show that w satisfies the overdetermination conditions (23). Multiply the equation (22)
scalarly by e; and take x = z; in the equation. We obtain the equality

I
<w(t,z;),e; > + < Low(t,z5),¢5 > — Y ¢i < Liw(t,z;), e; >=

1=m-+1
:Z<fi(taxj)vej >ql(t)+ Z qi <Li(I)(t,{Ej),€j >, j:1,2,...,7’, (53)
i=1 i=m+1

Subtracting this equality from (35), we obtain that 1/;jt— < w(t,z;),e; >= 0. Integrating this
equality from 0 to ¢, we derive that ¢;(t)— < w(t,z;),e; >= 0, since the agreement conditions
imply that 1;(0) = 0, < w(0,z;),e; >= 0. Thus, we infer ¢;(t) =< w(t,z;),e; > and the
equality (23) holds. a

In the case of the unknown lower-order coefficients, the results can be reformulated in a more
convenient form. In this case the operator A is assumed to be representable in the form

A=Ly— Z qi(t)l;, Lou = — Z aij(t, ) g, o, + Zai(t7x)uzi +ao(t, z)u,
i=mt1 =1 i=1

liu = Z bij (t, J])uwj + bio(t, ac)u (54)

j=1
Moreover, the rows of the matrix B(t) of dimension r X r are as follows:
< filt,zi)ei >, 00 < flt,@i) €0 >, < lppruo(t, i), € >, 00, < Lug(t, @), e >

We suppose that

¥; € Wp(0,T), <ug(zy),e; >=1;(0), j=1,2,...,m (55)
fivbkj € LOO(OaTv W;}(G(s)) N LOO(OvTaLP(G))ﬂ fO € LP(Q) N LP(OaT; W;}(GJ))v (56)
for some admissible § > 0, where i =1,...,m, j=0,1,...,n, k =m+1,...,r. The remaining

coefficients satisfy the conditions
aij € C(Q), ar € Ly(Q), 7 € CVAHE)NCYA(S5), aij € Loo(0,TsWo(Gy)): (57)
ar € Ly(Q) N Ly(0,T; W, (Gs)), 1,5 =1,2,...,n, k=0,1,...,n. (58)

The corresponding theorem is stated in the following form.
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Theorem 3. Assume that the parabolicity condition and the Lopatinskii condition (7), (8) for
the operator 0y + Lo, the conditions (9)—(13), (55)—(58), (C) for some admissible § > 0 and
p > n+ 2 hold. Then, for some vo € (0,T], on the interval (0,70), there exists a unique
solution (u,q1,q2, ..., q) to the problem (1)~(3) such that u € Ly(0,v0; W(G)), us € Ly(Q™),
ou € Ly(0,70; W2(Q)), wur € Lp(0,70; Wi (G)), ¢i(t) € Lp(0,%), i =1,...,7.

The proof is omitted, since it is quite similar to that of the previous theorem.
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O HEKOTOPbLIX KJIaCCaX Hapa6OJII/I‘{eCKI/IX 06paTHI>IX 3a1a4
C TOYEYHbIM IIepeolipeJes/ieHrneM

Cepreii I'. IIaTkoB
Baaaucnas A. Bapanuyk

FOropckuii rocyiapcTBeHHbBI yHUBEPCUTET

XanTel-Mancniick, Poccuiickas ®eneparnys

Awnnoranusi. B pabore paccMaTpuBaercst BOpoc 0 KOppeKTHOCTH B mpocTpancTBax CobosieBa obpart-
HBIX 337189 O BOCCTAHOBJICHUM KO3(hPUIMEHTOB HapaboJIudecKol CUCTEMbl, 3aBUCSINUX OT BpeMeHHu. B
Ka4eCcTBe YCJIOBHIA IIepeolpeIe/IeHus PACCMaTPUBAIOTC 3HAYEHHUS PEIICHUs B HEKOTOPOM Habope TOYeK
06J1aCTH, JIEKAIUX KAK BHYTPH OOJIACTH, TAK U HA €e TpaHulle. [IpuBeJeHbl yCI0BUs, rapaHTUPYIOIINEe

CyIIeCTBOBaHUE M €IMHCTBEHHOCTDH peleHnit 3amadn B Kiaaccax CobosieBa.

KurogeBsbie ciioBa: napabosimyeckasi cucreMa, obparHas 3a1a49a, KOHBEKIU-Tuddy3usi, TOYECIHOE I1e-

peolipe/esieHue.
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1. Introduction and preliminaries

Viscous fingering occurs in the flow of two immiscible, viscous fluids between the plates of a
Hele-Shaw cell ([3]). Due to pressure gradients or gravity, the initially planar interface separating
the two fluids undergoes a Saffman—Taylor instability ([5]), and develops finger-like structure (see
also [4] and the literatures therein).

In [9,10] we established the existence of solutions belonging to the standard Holder spaces for
two-phase and one-phase radial viscous fingering problems in a Hele-Shaw cell, without surface
tension effect, by the parabolic regularization and by vanishing the coefficient of the derivative
with respect to time in parabolic equations (cf. [1,2]). However, our results in [9,10] are only
the existence of the solutions because of the sub-sequential limiting procedure.

The aim of this paper is to prove the uniqueness of such solutions to the respective problems.

This paper consists of three sections. In the rest of this section, we give a brief formulation of
the problem in the two-phase case that we discuss. In Section 2, we give a proof of the uniqueness
of the classical solution to the two-phase problem, and in Section 3 to the one-phase problem.

1.1. Formulation of the two-phase problem

The motion of a slow quasistationary displacement of a fluid by another fluid in a Hele-Shaw
cell is described by

*tani@math.keio.ac.jp
Thisasitani@gmail.com
(© Siberian Federal University. All rights reserved
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Here M; = b? /12p; is mobility; u; is the fluid viscosity; b is the width of two plates; v; is the
velocity vector field in the fluid and p; is the pressure (¢ = 1 and 2 for the displacing and the
displaced fluid, respectively). For a radial fingering problem it is sufficient to consider (1.1) under
the following geometric situation:

O (t) = {xeR2 | R. < |z| <R(t)+§<z|,t>},
Qo(t) = {x € R* | R(t) +¢ (;Q <z < R*},

where R, is the radius of the hole through which the displacing fluid is injected or driven by
suction at a flow rate Q(t), R* is the radius of the Hele-Shaw cell occupied by the displaced
fluid, R(t) is the time-dependent unperturbed radius satisfying

t
TR()? = 7R2 4 / Q(r) dr, Ro=R(0)> R.,
0

and ( is the perturbed radius.

The boundary and initial conditions for (1.1) are as follows:

Q)
‘n= T., t>0, =pe onl* t>0,
vi-n 97 R, n > P2 = Pe O > (1.2)
vi-n=ve-n=V,, p=py onl(t), t>0,
Vilemo = vy, pi=p) on Q;(0)=Q; (i=12),
(1.3)
Cli=o =" € (R. — Ry, R* — Ry) on T'(0)=T,

where I', = {z € R?||z| = R,}, [(t) = {& € R? | |2| = R(t) + ((a/|z|,t)}, [* = {& € R?||z]| =
R*}; V,, is the normal velocity of the interface I'(¢); n is the unit normal vectors, outward to I',
or to I'(¢) in the direction from Q4(t) to Q2(t); pe is the surface pressure acting on I'*.

Our two-phase problem is to find (v;,p;) (i = 1,2) and ¢ satisfying (1.1)—(1.3), which is
reduced to find (p1,p2) and ¢ satisfying

Api =0 inQi(t), t>0 (i =1,2),

QL) only, t>0, po=p. onl* t>0,

27 R, (1.4)
—MVp1-n=—-MyVpy-n=V,, p=pys onT(t), t>0,

Di ’t:O: Py onQ; (i=1,2), ¢ ’t:(): ¢® onT.

—MiVpy -n=

As the compatibility conditions p{ and p9 are assumed to satisfy

Ap? =0 in Q; (i=1,2),

Q(0) (1.5)

—M1Vp(1)~n:27rR on T, pY=rpeli=o on I'*, p?=pJ on I.
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In polar coordinates (r,6) problem (1.4) is written as

iaar ( a;;) +ri2?929p;1 =0 (re(RaR(t)+(), 0 €0,2m), t >0),

iaar ( %p:> %%2;;2 =0 (re(R@)+¢ R, 0€0,2m), t>0),

Ml% T:Rf—fﬁ(}?* p2| _p=pe (6€0,27), t>0),

= (B LIy, (O LK)y 0

(r=R(t)+(, 0€[0,27), t >0),
bp1 |t=O: Py (7' € (R.,Ry+¢%), 0 ¢ [0,277)) ,
po|,_g=13 (re(Ro+C°6),R"), 6€l0,2m)),
(,g=¢" (0 0,2m)).

Now let us transform the free boundary problem (1.6) into the problem on fixed do-

mains. Introduce the transformations from Q4(¢) = {R. <r < R(t) + {(6,t), 0 < 6 < 27} onto
0 _

0 = {R* <r'<Ry+¢°0), 0<0 < 27r} by the change of the variables r’ = % X

X (r—Ry)+ R, 0 =0, t =t and Qa(t) = {R(t) +¢(0,t) <r < R*, 0 <6 <27} onto

0 _ *
={Ro+¢°%¢) <r' <R*, 0<0 <27} byr’:RO+C i (r—R*)+R*, 0 =0,1t=t.

R+(—R*
Moreover, by letting p;(r,0,t) = pi(r',0",¢') (i = 1,2), {(0,t) = ¢'(¢',t'), and by omitting the

/
D;
primes for simplicity, problem (1.6) takes the form

tpi=0 in i, t>0 (i=12),
%:_ Q) R+(—R.
or 2rR. My RO"’CO_
p2=p. on I'={r=R* 0€[0,2n]}, t >0,

on Ty ={r=R, 0€]0,2n]}, t >0,

0 0 0 0 0

B O 00 022 (o = -2, (1.7
1, 9p1 1, 9P1 9, OD2 2, Op2

by ()5~ or + by (C)W =03(¢) - or + b (C)@ P1 = P2

onT'={r=Ry+¢°0cl0,2n]}, t>0,
pilo=p om Qi (i=12), ¢[_,=¢ on [0,27].

Here Eé = ﬁé(r,@;a/ Or,0/90) is a Laplace operator represented by the composite change of
variables of polar coordinates (r,6) and the mapping from Q;(t) to Q; (i = 1,2), and

bj(g):Mj - 1 <8<)2 Ry+¢°—R. 1 9cde
2 2 (Ro+¢)2 \ 00 R+¢—R. (Ro+(%200 df
oM 1 ¢ .

bjl(C) == 2j (Roi—i— C0)2 2 (j=1,2).

In detail, see [9].
We consider problem (1.7) in the standard Hélder spaces, C'T(Q), CHO"(HQ 2(Qr) (Qr =
Qx[0,7]; Q C R" (n € N), a domain; T, any positive number; [ > 0, an 1nteger a € (0,1)) with
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the norms:

[ @ = Jul @ 4 @), ul® = spfu(e ) (@) = @)+
(xvt)EQT

1) — u(y,t N 1) — u(, t!
<u>($oz) = sup |u(m, ) uiyv )l’ <u>](5 ) = sup |u(x ) ?Sxx )l
©,ye, t€[0,T] |z -y weQ, t,t'€[0,T] [t — |

We also use the semi-norm

|’U,(SC, t) — u(yv t) — ’UJ(SC, t/) + U(y7 t,)|
|z —yl* |t —¢'|°

[w](?) = sup (o, B €(0,1)),

m,yeﬁ
t,t'€[0,T)

and introduce the Banach spaces E***(Qr) (k = 0,1,2) which are the completion of infinitely
differential functions in respective norms

lulla = lull pogry = B*[ul = Jul @ + ()@ + [u] (@2,

D] = Jul @ + (u){® + (u)§* + [u]( @,

k—1 .
a,a a,a j &
el = l[ull o ary = B2 D] + 3 D**[Diel] (D’£= 2 ga ’“=1’2);

J=0 lil=k

(24 (A u
B2(Qr) = {u | Nl grroiary <00} » Tl gasaam = lllora+ | o -
14+«

The function spaces on a smooth manifold I' in R™ are defined with the help of partition of
unity and of local maps.

2. Uniqueness of the solution to problem (1.7)

Our main result for two-phase problem (1.7) is as follows:

Theorem 2.1. Let T > 0 and a € (0,1). Assume that (p?,p9,¢%) € C3F2(Q) x C3F(Qy)x
C*e([0,2n]) satisfy the compatibility conditions, Op{/0r — 0pS/or > 0 on T, Q € C([0,T))
and p. € Cg:a’(%a)m(l“}) with Ope/0t|i—o = 0. Then there exists Tf > 0 depending on the
data of the problem such that problem (1.7) has a unique solution (p1,p2,() € E2+Q(Q1,To*) X
E2+Q(Q2,T5) X E”’X(FTO*) except for the extension of ¢° to [0,27] x [0,T) satisfying

||p1||E2+0‘(Q17T0*) + ||p2HE2+&(Q2’TJ) + HCHEHa(pTg) <C. (2.1)

In [9] we showed the existence of the solution to problem (1.7) on some time interval
[0,T5] (0 < To < T) in the form

% 0 r — R, 817(1) * * 0 r— R apg *
p1:p1+7pl+mﬁ ) P2:p2+p2+mﬁ s (22)
(=¢+¢
by the parabolic regularization and by vanishing the coefficient of the derivative with respect to
time in a parabolic equation. Here ¢ € nga,(4+a)/2([07 2m] x [0,7]) is an extension of ¢° such
that ({,0¢/0t,0%C/0t?)|i=0 = (¢°, OC/Ot,0*C/0t?)|1=0 whose right hand side are obtained from
the fourth equation in (1.7) and its derivative in ¢ at t = 0.
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Then (1.7) becomes

Lip; =®; inQy t>0(i=1,2),

881::\11* on Iy, t>0, p5="" on I' ¢t>0,

oc* _ 8171 1 = Op1 _ 2 8192 2 8
519 opi = Op3 = Op3

1 op1 1 ANIP1 42,75\ 9P2 g2, 0PP2

i *szrd(C)C =WU3 onl, t>0,
p: |t=O: 0 on 91 (Z = 1a2), C* |t=O: 0 on [0>27ﬂ

Here L is the principal part of £ with ¢ replaced by ¢,

®; = 0;(p;, (%) = —Lipi + Lip; (i=1,2), V" =p,—p),

0 r— R, 0Op? R+¢—R. Q)
\I/*:\I’* * _ _ 0 7771 *
(€ 3r< +R+C—R 5‘r> Ro+ (% — R, 2rR.M;’

0 Q) 19C

Ip;
"5 00 4AxrR 2 Ot

C Op. 9 o
Uy =05 (15.07) = KO BT WO — B0 5L -
(U =12),

Ro+¢°—R,0p) Ro+¢°— R*0p)
Wy =g, d(Q) = o O Sete — ok

)= RYC—R, or R+(C_R* or

ey

with (p1, pa, ¢) replaced by (2.2).

If problem (2.3) admits a unique solution on some time interval [0, 7] (0 < T < Tp), then
the limit process holds for the full sequence, not the subsequence, on [0, 7], so that the proof of
Theorem 2.1 is completed.

In what follows we shall prove the uniqueness of solution to problem (2.3).

Let (p},p3,¢*) and (pi*,p5*,(**) be two solutions of (2.3) satisfying

10} 240 (@1 1) + 195 20 (@ gy + 1< M gty S Co (1= %, 50). (2.4)

To the end, as the same way as in [9] it is essential to consider the following four model
problems in the whole- and half-spaces:

Lu=f nR? ¢t>0, ul,_,=0; (2.5)
Lu=f (z1€R, 22>0, t>0), u |x2:0: 0, ul,_,=0;
ou
Lu = €R, >0,t>0), — =0, =0 2.7
u=f (xl 1) ) Oy |2a—0 u ‘t_O (2.7)

£U+:0($1€R,$2>O,t>0), £U7:O($1€R,’I2<O,t>0),
ou™ ou~

do out ou~
—pt— — =q, —-bT—+b — = go, 2.8
ot " Bxy 0y log=o ! O 0y logmo P2 28)
—ut +u” +do |a: =93 (T uT0)[,_=0.
Moreover, it suffices to assume that £ = A, and b* and d are positive constants, and set

b= (2dbTb™)/(bT +b7) in (2.5)—(2.8).
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In estimating the difference (p,p3,C*) — (pF*, p3*, (**), we trace a proof in [9] with the help
of a fundamental solution and Green functions of (2.5)—(2.8) instead of I'., G, N, and Z, in [9].
It is clear that the solutions to problems (2.5)—(2.7) for £ = A are given by

) = [ Tolw=9)f.0dy. u@t) = [ Gola—u)fo.t)dy.
u(e.t) = [ Nolw -~ ) (0. 0)d
RQ
respectively, where T'g(z) = —loglz|/(27), Go(z1,z2) = To(x1,22) — To(z1, —22), and

No(z1,72) = To(w1,22) + To(x1, —22). Whereas, the solution (ut,u™,0) = (FL) [(at,a, )]
of problem (2.8) is represented by virtue of Green function

Zo(x1,t) = (FL) ' [Zo] = (FL)! {s+1b|§|} :

it = (FOuT] = o1&, s)e €™ (25> 0), 11’=(Fﬁ)[u’]=ﬁ’(£,8)e‘£‘“ (5 < 0),

. 1 b oA b—db €
S r g s B\ BT g o2 b++b 93
db* b— dbt b+ )

1 bt -
= Gs + 7,
(b++b)‘§|g2+ +b_g3+ 0( b""—‘y—b‘gl b-‘t-_t,_b—g2 b++b—|§|g3
; bt —b” 2b+b~
sz (a ~ )
0 (91 - 2T |§|93)

Here 4 = (FL)[u] is the Fourier transformation in z; and Laplace transformation in ¢ of u, and
(FL)~Y[a] is its inverse transformation.

Lemma 2.2. When b =1, we have the following estimates of Zy:

1 0 1
Zo(z1.t)| < Cyp ——— Zo(ar.t)| + |- Zo(zy. )| < Cp ———
| 0(1’17 )l 2 \/W ‘875 O(xl )‘+’8I1 0(3;1 )‘ 2I%+t2

2

62
s 2ot

<
Dtom Zo(fﬂl,t)‘\cz

1
T+ P

Using Lemma 2.2, we estimate these solutions of (2.5)—(2.8) in the same way as in [9] (cf. [1,2]).
For a general domain by using the regularizer method for elliptic system ([6-8]), we finally obtain
the estimate of (p7, p3, ¢*) — (p1*, p3*, ¢**) with the help of Young’s and interpolation inequalities
and (2.4):

[PT = P1"llz2+e (@) T 11P2 = P3* lm2+a(@y ) + I1C° = ¢l p2va(r,) < (2.9)

2
<@<20@@<> (0™, e + 7€) = 0™ ey ) +

=1
) — Bl e r) <

< Gy (8 + Cot¥F(ACY)) (155 = 1" vy + 198 = 5|52 ) + 167 = C ¥l oreryy)

for any ¢t € (0,7p) and any 8 > 0, where Cj is a positive constant depending on 5 non-increasingly,
X is a constant depending on «, F(-) is a polynomial in its argument.
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Now choosing first 8 = 1/(4C3), and then

1 1/x
1o = min | 7o, (4030[3F(401)> ’

we conclude from (2.9) that the solution to problem (2.3) is unique on [0, T{].

3. Uniqueness of the solution to the one-phase problem

Our next main result for one-phase problem is as follows:

Theorem 3.1. Let T > 0 and o € (0,1). Assume that (p°, (%) € C3T(Q) x C*+([0, 27]) satisfy
the compatibility conditions, Op°/0r < 0 on T, Q € C*([0,T)) and p. € C’g:a’(3+a)/2(F}) with
Ope/0t|i—o = 0. Then there exists T > 0 depending on the data of the problem such that one-
phase problem has a unique solution (p,() € E*"*(Qry) X E2+“(FT;) except for the extension
of ¢V to [0,27] x [0,T) satisfying

||pHE2+u(QTg) + ||C||E2+0(FT5) <. (3.1)

Like the two-phase problem we transform the one-phase problem into just the same equations
as (2.3). In [10] the existence of the solution (p*,(*) (cf. (2.2)) to one-phase problem on some
time interval [0,7p] (0 < Ty < T') was shown.

Let (p*,¢*) and (p**,(**) be two solutions satisfying

||PT||E2+(~(QTO) + ||CT||E2+a(pTO) SO (T =4 *x). (32)

For one-phase case the essential model problems are the same as (2.5), (2.7), (2.8) with
(u™,u~, o) replaced by (u,0, o).

Lu=f inR% >0, ul,_,=0; (3.3)
ou
Lu=f (z1€R, 23>0, t>0), Fom oo™ 0, ul,_,=0; (3.4)
Lu=0 (.Z'l € R,z >O,t>0),
0o B ou (3.5)

ot aiIz 12:0: g1, u—dp ’m:O: 92, (u’ Q) ‘t:OZ 0.

The solution (u, o) = (FL)~[(@, 8)] of problem (3.5) is represented by virtue of Green func-
tion Zy (cf. in Sec. 2):

a=0(&s)e 72 (2, >0), 9=do+g2 0=2Zo(G1—bd|¢|Ga).

Just in the same way as the two-phase problem, we can estimate the solutions of (3.3)—(3.5)
with the help of Lemma 2.2, and for a general domain the regularizer method for elliptic system
leads to the estimate of (p*,(*) — (p**, (*™):

Ip* =P I p2va@n) + €7 = Ml g2raqr,) <
<G4 (87 + CotX F'AC)) (I0" = 0™ lg2seigny + 1" = P llppraqey)  (3:6)

for any ¢t € (0,7p) and any 8 > 0, where Cp is a positive constant depending on 3’ non-
increasingly, x’ is a constant depending on «, F'(-) is a polynomial of its argument.
Now choosing first 5’ = 1/(4CY%), and then

1 1/X
fo = min TO’<4C§,C¢3/F’(4C£)) /

we conclude from (3.6) that the solution to one-phase problem is unique on [0, T§].
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Anvoranus. B [9,10] MBI ycTaHOBMIIM CYINECTBOBAHUE KJIACCUYIECKUX DEIICHUN IBYX(A3HON M OHO-
dazHoil 33129 paInaIbHON BSI3KOM allIMKaTypbl COOTBETCTBEHHO B siueiike Xeste-11loy mapaGoamueckoit
perynsipusanueii u obpaleHneM B HyIb KO(MDUIIMEHTa TPOU3BOIHON O BPEMEHH B MapabOIHIecKOM
ypaBHeHHH. B 9TOl craThe Mbl HOKA3bIBAEM €JIMHCTBEHHOCTb TAKUX PEIIEHUN COOTBETCTBYIOIIMX 3a/ad.

KorodeBble cioBa: K/IACCHYECKOE DeIlleHne, yHUKAJIBHOE HAJIMYUe, PAJINAJIbHA BsI3Kasl MaJblleo0opas-
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The research scheme in these works, as a rule, assumes that we first have to investigate the
solvability of the auxiliary approximating problem (in an unbounded domain with Cauchy data
and / or in a bounded domain with boundary conditions of the first or second kind), since these
problems are nonclassical problems for loaded equations, and investigate the necessary properties
of solutions that obviously depend on the parameter e. And then the second step is to obtain
estimates that will guarantee the convergence of the sequence of solutions of the approximating
problem to the solution of the original problem as ¢ approaches zero.

In this paper, a quasilinear system of two parabolic equations with one unknown coefficient of
the source function is considered. The question of a solution existence to this problem is studied.
This is a model problem in which the authors set the goal of working out the splitting algorithm
and obtaining a priori estimates for quasilinear systems, which is much more complicated than in
the linear case. It is also important to note that the system under consideration contains a small
fixed parameter € > 0, which does not affect the study of the question of a solution existence, but
allows using this system subsequently as an approximating model for the problem of identifying
the source function in a quasilinear parabolic-elliptic system.

1. Formulation of the problem and reduction it to the direct
problem

Consider in the strip Gjo.r) = {(t,z) | 0 < t < T,z € E;} the problem of determining
real-valued functions (u(t,z),v(t,z),r(t)), satisfying the system of equations

ue(t, ) + a11 (O)u(t, ) + a12(t)v(t, ) = prug(t,x) + v(t, x)u (¢, x) + ) f (¢, x),
evy(t, ) + a1 (H)u(t, ) + ase(t)v(t, ) = povee(t, ) + u(t, v)ve (¢, x) + g(t, ),

(1)

where ¢ € (0,1] is a const, with initial conditions
w(0,2) = up(x), v(0,2) = vo(x), (2)
and the over determination condition

u(tw%'o) = (p(t), (3)
where () is a given function on [0,7], 0 <t < T, 2° is a fixed point.
System (1), for example, can be an approximation of the parabolic-elliptic system of equations
U (t,x) + arn (D)ult, @) + a12(t)0(t, 2) = pllaa (b, x) + 0(¢, 2)Ua(t, x) + 7(8) f(t, 7),
a1 () (t, ) + a2 (t)0(t, ) = poy(t, ) + al(t, )0, (¢, x) + g(t, ).

Note that the study of the behavior of the solution when ¢ approaches zero is beyond the
scope of this study, and in our work € is a nonnegative fixed constant.

Let the functions a;;(t), i, j = 1,2, be defined on [0,7] and let the functions f(¢, ), g(t,z)
be defined on Gg 7. Let p1, p2 > 0 be given constants.

Let the relationship

|f(t,2°)| = 6>0, te€[0,T] (5 isa const) (4)

hold.
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Assume that the following consistency condition is fulfilled

uo(2°) = ¢(0). ()

Reduce the inverse problem (1)-(2) to an auxiliary direct problem. In system (1) we set

SC:.’,EOS

@' (t) + ann (D) (t) + ar2(t)v(t, 2°) = pues(t,2°) + v(t, 0 )ua(t, 2°) + () f(t,2°),

evg(t, 20) 4+ az1 (1) (t) + age(t)v(t, 2°) = poves(t, 2°) + @) va(t, 2°) + g(t, 2). ©
From (6) we obtain
() = P(t) 4+ argv(t,2°) — u}qz?:i(t))xo) — o(t, o)ug(t, 2%) )
where (t) = ¢/ (£) + a11 (t)¢(t) is known.
Substituting expression for 7(¢) in (1) we obtain the following direct problem:
wy(t, ) 4 a1y (Out, z) + arp()v(t, ) = prtee (t, ) + v(t, 2)ug (L, z)+
LY + aa(B)o(t, 2% — /;1(2150(;7 %) — v(t, 2%)uq (t, 2°) f(t,2), ®)
eve(t, ) + ag (t)u(t, ) + aga(t)v(t, ) = pove.(t, ) + ult, z)v. (¢, ) + g(t, x),
u(0, z) = uo(x), (9)
(0, 2) = vo (). (10)

2. Proof of solvability of the problem (1)—(3)

To prove the existence of a solution to the auxiliary problem (1)—(3), we use the weak ap-

proximation method [5,6]. We split the problem (8)-(10) and linearize it by shifting in time

T

by —.
Y1

uf (t,x) = dpul, (¢, x),

. o1 (11)
evf (t,0) = dupvi, (tw), JT<t<|j+ 7)™
uf (t,z) + day1 (t)u” (t,xz) =0,
1 1 (12)
ev] (t,x) + dag ()07 (t,z) = 0, jJrZ T<t< ]+§ T,
u (t,x) = 407 (t - %,m) ul(t, ),
) =t (1 Do) oza), (743 )r<e< (4 13
evf (t,x) = 4u 1 %) va(t @), Jtg)T <litg)m
ul (t,2) + daya () (t — i ) =
B R T e A I T o Bt S et O PO
f(t, x0)
T .3 .
evf (t,x) +4a21(t)u7(t— Z,x) =4g(t,x), <] + 4) T<t<(j+1)T,
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u’ (t, )]e<o = uo(z), (15)
v (t, ) |ico = vo(x). (16)

Here j =0,1,...,N—-1; TN =T.
Concerning the input data, assume that they are sufficiently smooth, have all continuous
derivatives occurring in the next lower relations of (17)—(19) and satisfy them:

la; ()| < C, i=1,2, j=12, (17)

ak‘ k dk dk
e/ 00|+ | P + | pu)| + | ool < k=0op6 ()
p®l+ | 0] <C (t2) € G, (19)

Below, for convenience, we consider some proofs assuming that the constant C' is greater than 1
and that the constant p > 6 is an even number.

For the solution u” (¢,x),v" (¢,x) of the split linearized problem (9)—(12) are obtained a priori
estimates uniform in 7 for j =0,1,...,p+1, k=0,1,...,p, (t,2) € Gjo,7y

gr+4
,
Hpprati (62)

"

g Oa (t,l’) € G[O,t*]a (20)

where t* does not depend on 7 and depends on ¢.

By virtue of the (20), the theorem of Arzela [7] and the convergence theorem of the weak
approximation method [6], it follows that the limit functions u(t,x),v(t,x) for 7 — 0 are a
solution to the direct problem (8)—(10), and u(t, x),v(t, ) and r(¢,z) defined by relation (7) are
solutions of problem (1), (2).

The uniqueness of the found solution is proved in a standard way, by obtaining estimates
showing that the difference of two possible solutions in G .+ is equal to zero.

The following theorem gives sufficient conditions for the existence and uniqueness of a solu-
tion.

Theorem 2.1. Let the conditions (4), (5), (17)—(19) hold. Then there exists a unique solution
u(t,x),v(t,z),r(t) of problem (1)—(3) in the class
Z(t*) = {u(t,x),v(t, a:),r(t)|u(t,as) € 0151,7:%')+4(G[0,t*])vv(ta QZ‘) € Ctl,f+4(G[0,t*])7
r(t) € C([0,£7])},

and the following relations hold

5 ('u@ )

k

0
<
+ ’axkv(t,x) < C(e),

‘vtm)

0
)+l @llene + | e
(t7.1') € G[O,t*]' (21)

where

ok

Cg7f+4(G[07t*]) = {’U/(t,x”Ut S C(G[O t* ) a %

Zue C(Gps)s k:O,...,p+4}.

Obviously, the solution depends on the constant ¢, just as the constant C(¢) depends on &
and the input data.
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3. Periodicity

In the domain Q¢ = {(t,z) | 0 < t < t*, 0 < z < [} consider the boundary value problem

ug(t, ) + ar1 (H)u(t, ) + a12(t)v(t, ) = prug.(t, ) + v(t, ©)us (t, ) + () f(t, ),

evg(t, ) + ag1 (t)ult, ©) + aga (t)v(t, ©) = povee(t, ) + u(t, z)vg(t, ) + g(t, ), 22
€ is a const, € € (0,1],
u(0,2) = uo(x), « €][0,1], (23)
0(0,2) = vo(z), x€[0,1], (24)
u(t,0) = u(t,l) =v(t,0) =v(t,1) =0, ¢e€]l0,t], (25)
u(t,z%) = p(t), 0<z<lI, (26)
ug(z°) = ¢(0) (27)

Let us extend the functions ug(x), vo(x), f(¢,x), g(t,x) to the segment [—I,]:

uo(x) = —up(—xz), for—Ii<z<0,
vo(x) = —vo(—2x), for—1<z<0.

Then we continue the functions from [—[,!] to # in a periodic manner.

Extend the functions f(¢,z) and g(¢,z) from [0,¢*] x [0,{] to [0,%*] x R to periodic and odd
in x functions.

Note that the functions ug(z),vo(x), f(t, ), g(t, z), according to the construction method,
satisfy the conditions:

uo(—x) = —up(xz), uo(l—2x)=—ue(l + x), (28)
vo(—x) = —vo(x), wvo(l —x) =—vo(l + z), (29)
ft,—z)=—f(t,z), [f(t,l-=z)=—f(t1+x), (30)
g(t,—z) = —g(t,x), g(t,l—x)=—g(t,l+2), (31)

The functions wug(x), vo(x), f(t, ), g(t,x) continued in this way are used as the input data for
the Cauchy problem

up(t, ) + a1 ()u(t, ) + a12(t)v(t, ) = prue (6, x) + v(t, 2)ug (¢, x) + r(t) f (¢, z),

(32)
evi(t, ) + ag1 (u(t, z) + ag (v (t, ) = povea(t, ©) + ult, ¥)va(t, ) + g(t, ),
€ is const, € € (0,1],
uw(0,2) = up(z), x € (—o0,+00), (33)
v(0,2) = vo(z), x € (—o00,+00). (34)
Split the problem (32)-(34):
uj (t,z) = 4paul, (¢, x),

. 1 (35)

Ev;r(tvx) = 4M2U;z(t,x), JT<t< |J+ 1 7,
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uj (t,x) + 4ar1 (t)u" (t,x) = 0,

1 1 (36)
ev] (t,x) + dag ()7 (t,z) =0, j+1 T<t< _]+§ T,
uj (t,x) = 407 (t — i,x) ul(t,x),
fte) = (1= Toa) ozt (G4 )r<t< i+l (37
ev] (t,x) = 4u &)t g7 <litg)m
uf (t,x) + dag2(t)v™ (t — i,x) =
_ 41/1(15) +ap)v(t—%,2%) — pul, (t— 5, 2°) — o7 (t = T, 2%)ul (t — 7, 2°) f(t.2),
f(t, %)
T .3 .
ev] (t,x) + 4ag (t)u” (t - Z,x) =4g(t, ), (] + Z)T <t<(G+1)T,
(38)
uT(Oax) = UO(w)v (39)
07 (0,2) = vo(x). (40)
Let u™(t,x), v"(t,x) be a solution to the split problem. Let us show that u”(¢,x), v™ (¢, x)

satisfy the conditions
Wt —a) = —uT(t,2), W (t1—z) = —uT(t,1+2), (41)

T (t,—x) = —vT (t,z), V(¢ 1—x)=—v"(t, ]+ x). (42)

At the first fractional step, using the integral representation, we obtain

o= [ o) e g (13)
ul(t,x) = u e~ 1Zmt dg.
oo 0 4/mtpy
o= [ @) e T e (44)
v , L) = (3 e mot .
oo 0 4y/Ttpo
Let us check the first conditions from (41) and (42)
, . Foo 1 _@=0?  _(@+e)?
u"(t,—x) + u" (¢, x) :/ uo(§) 4\/7T/Al(e 2t e 12e1f )dE. (45)
. . oo 1 _@0? _(@io?
v (t,—x) + 0" (¢, x) :/ vo(f)4m(e Ziat 4 e 12aat )dE. (46)

The integrand changes sign when ¢ is replaced by —¢&, therefore, the integrals are equal to
0. The second conditions from (41) and (42) are verified similarly by replacing n = | — & the
variable of integration.

At the second fractional step, u” (¢, x), v" (¢, z) have the form

t
4 [ aii(n)dn
I

T T T

g ta =u’ (77 ) ) a5 t < Rl 47

u (t,r) =u %) 5 < 1 (47)

o (Z x) 64%@2(77)&7 T T (48)
I - 47 9 2 X 4
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Consequently,
u(t—a:)—i—u(tx)—_(u (f—x>+u (a:))ej{u() —<t< -
) ) ]7 ]7 ) 2 ~ ]’
v (t —I>+U(t$)_(v (T —x)‘H) (T x))f{ o Tl
’ ’ 4, 47 ’ 2 = 4.

The conditions (41) and (42) follows from the first fractional step.
At the third fractional step, we use Lemma, 1.

Lemma 1. Let the function u(t,x) be a solution to the equation u; = a(t,z)u, in the domain
D = {(t,z)[to < t < t1,x € R} with the initial condition u(ty,z) = ug(x). Let the function

(a,t,x) satisfy the Lipschitz condition in x and the relations
a(t,c+x) = —a(t,c —x), wup(c+z)=uo(c—x), «cisa const
hold. Then the function u(t,z) satisfies the relation u(t,c+ x) = —u(t,c — ).

The proof of Lemma 1 is presented in [8].
Where do we get the fulfillment of the conditions (41) and (42).
At the fourth fractional step, we get

t

u” (t,x) = uT(?ZTT,x) +4/3i(a12(77)v7(n - ix)—i—

v(n) +at)v”(n—2,2°%) — pul, (n—%,2°) —o7(t — %, 2%)ul (t — %,2°)
+ 4 f(n,x°)4 4 L f(n,x))dn,

o) = (32) 44l [ (anatir (- T2) + o020 an,

£

Let us check the first conditions from (41) and (42)

3T 3T
u(t—a) () = o (S a) (S —e)+

+4/;(a12(n) (’UT(T] - %,m) —Hf(n - %, —:B)) +

N () + a7 (n — §,2°) — paug, (n — §,2°%) — o7 (t — §,2°)ug (t — 5, 2°) o
f(n,x0)

- (3T 3T
vt =) + () = o () + o7 (o) +

I T T
+ élg/3 (a21<’l7) (uT (77 _ Z,x) +u” (77 -1 —gg)) + (g(n,x) + g(n, —x))) dn = 0.
e
The second conditions from (41) and (42) are obviously also satisfied.
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We have proved that the conditions (41) and (42) are satisfied at the zero integer step.
Arguing in the same way at the next steps, we obtain that the conditions (41) and (42) are
satisfied for all ¢ € [0,¢*]. Substituting z = 0 in (41) and (42), we get

uT(t,0) = u" (1) =0, te0,t"] (55)

v7(t,0) =07 (¢,1) =0, tel0,t7] (56)

Theorem 3.1. Let conditions (28)-(31) and the conditions of Theorem 1 hold. The components
u, v of the solution (u,v,r) to problem (1)—(3) are periodic functions in the variable x with period
2l and satisfy

0?mu(t,0) 92 Hlu(t,l)  92mHlu(t,0) 92 Hlu(t,1) p+4
= = = = = 1 P T
Oz2m Ox2m Ox2m Ox2m 0, m=0,1,..., 2 (57)
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Bepa I'. KonbiioBa

HUrops B. ®@posieHKOB
Cubupckuii dheepabHbIil YHUBEPCUTET
Kpacnosipck, Poccuiickas Pejrepariust

Amnnoranusi. B pabore paccmarpuBaeTcs 3a7ada UIeHTHMOUKAINN (PYHKIUY UCTOYHUKA B OHOM U3
JIBYX ypaBHEHUI KBa3UJIMHEHHONW CUCTEMBI ABYX IapaboIndecKux ypaBHeHnit. PaccmarpuBaercs cirydait
naHHBIX Komm B HeorpaHm4yeHHO# 00J/IaCTH, a TaKXKe CIydail KpaeBbIX YCJIOBUU IIEPBOrO pOJa B IIps-
MOYTOJIBHOM obstactu. V3yvueH BOIpOC CyIIeCTBOBAHUS W €IWHCTBEHHOCTH perteHus. Jlas mokasaresb-
CTBa WCIIOJb3YEeTCsS METOJ PACIIENIeHNs Ha JuddDEPEHITNAILHOM YPOBHE, N3BECTHBII KaK METO/T CIaboi
anmnpokcuMalu. Perrenre moyiydeHoO Ha MaJjioM BPEMEHHOM HHTEPBaJie B KJAcCe JIOCTATOYHO IVIAJKUX
OTpPaHUYEHHBIX (DYHKIHIA.

KuaroueBrle ciioBa: obpaTHas 3a3/a4a, CUCTEMa KBA3W/IMHEHHBIX YpPaBHEHWI, ompejesieHrne OYHKIUN
UCTOYHMKA, METOJ, CJ1a00i alIIPOKCHMAIIAN, MAJbIil ITapaMeTp.
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It this work, a problem of compression of a layer of elasto-plastic material between two
rigid parallel plates is considered, and a distribution of zones of elastic and plastic deformation
appearing in the layer for the case of a plane strain state is obtained. An elasto-plastic problem
is solved to find zones of deformation. As it is known, the complexity of such problems is in
finding of an elasto-plastic boundary separating regions of elastic and plastic deformation. An
overview of elasto-plastic problems and the methods of their solving are presented in [1]. One
should note that the methods of functions of the complex variable theory are the main tool of
solving of these problems.

In the present work, a technique based on construction of conservation laws for differential
equations is used to solve the considered problem [2-4]. The proposed technique has been applied
successfully to find solutions of elasto-plastic problems of the torsion of rods and the bending
of uniform cross-section beams [5-6], and to solve the problem of construction of elasto-plastic
boundary in a deformed rectangular plate weakened by holes [7].
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1. Problem statement

We study a layer of elasto-plastic material of the length [ and the width A compressed between
two rigid parallel plates (Fig. 1).

Fig. 1. Layer of Material Compressed Between Two Rigid Plates

The contour I' =T'; 4+ I's + I's + 'y bounding the layer is given as follows:

l h h l l
Flty:§, §<$<*§; Ly:x=—h/2, §<y<*§§
1
l h h l l M)

It worth noting that for further numerical calculations the following values of the layer size
are chosen: [ = 0.1 m and h = 0.02 m.

The layer is compressed along the axis Ox. The boundaries I'; and I's are free from external
loading. It is supposed that the contour I is in plastic state.

One should solve an elasto—plastic problem for the domain bounded by I' to determine zones
of elastic and plastic deformation. In the case of plane strain state, components of the stress
tensor o, 0y, T satisfy the equilibrium equations:

do, OT do,  OT

The compatibility equation holds in elastic domain:
Aoz +0y) =0. (3)

The yield criterion of Tresca — Saint-Venant for the case of plane strain state on the contour
I" has the form:
(00 — 0y)? + 477 = 4k?, (4)

where k is a constant of material plasticity.
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The boundary conditions for the layer are written as:
Uzn1+TTl2:X, Uyn2+Tn1:Y (5)

Here X, Y are the components of external force and mni, ny are the components of normal
vector to the contour T'.

Taking into consideration the last equations and the yield criterion (4), one can obtain the
following values of normal and tangential stresses on I': on the boundaries I'y, I's

oy ==%2k, 0,=0, 7=0 (6)
and on the boundaries I'y, I'y

op=—2k, o0,=0, 7=0. (7)

2. Solving the problem using conservation laws

A technique based on application of conservation laws is used to solve this elasto-plastic
problem. One can find the description of the technique in details in [7].

Solution of the problem consists of three main steps.

First, the Laplace equation AF = 0 with boundary conditions F|.. = 0,40, is solved (where
04, 0y are functions from (4)—(5), F = o, + 0, is a harmonic function from (3)).

Let 0, = 2k on I'1,I's (see (6)), then one gets F'|. . = 2k. Also, from (7), Flp, 1, = —2k.

Further on, the finite element method is employed to find the values of the function F' in
every point (g, yo) of region bounded by the contour I'.

Second, values of the functions o, 7 are found in each point (zg,yo) of the region applying
the formulae obtained using the conservation laws:

1
ox(T0,y0) = Py /(w%aaj + Wit 4 fi)dy — (—wioy + wiT + g1)dx, (8)
r
L — o Y — Yo
Wheref:O,g:/deFandoJl: , wi=— :
' ' Y P a w2+ -0 (- 202+ (y— )
1
7(x0,y0) = by /(W%Ur +wiT + fo)dy — (—w30o, + wyT + go)da. 9)
r

Y — Yo T — xg

(z —20)* + (y — y0)*’ (x —20)* + (y — y0)*
Note that a detailed derivation of formulae (8-9) is given in [7].

From the definition of F' one can get values of the function o, in points (x¢, yo) of the region
bounded by I':

Here fo =0, g2 = /wgdyF; wi = wa =

oy(20,Y0) = F — 04(20,Yo)- (10)
The third step of solving of the problem is in the yield criterion (4) verification in all inner
points of the considered region. If the stresses in a point (zg,yo) satisfy the condition

(0 —0y)? + 472 < 4K,

the point belongs to the elastic zone. If the inequality is not fulfilled, the point (xq,yo) gets into
the zone of plastic deformation.

Fig. 2 shows distribution of points forming zones of elastic and plastic deformation in the
compressed layer.

—494 —



Olga V. Gomonova et al. Distribution of Zones of Elastic and Plastic Deformation...

0.05

e

0.04
0.03:"
0.02

0.01

-0.01
-0.02
-0.03

-0.04

~0.05 L N
-0.01 0 0.01

Fig. 2. Distribution of Zones of Elastic (x) and Plastic (-) Deformation in the Layer under
Compression

Conclusion

A problem of compression of an elasto-plastic layer between two rigid parallel plates is con-
sidered for the case of plane strain state. Zones of plastic and elastic deformations are obtained
using the technique based on the conservation laws application. Distribution of the zones of
deformation is given using finite element method.
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ment and development of regional Centers for Mathematics Research and Education (Agreement
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Amnnoranus. B pabore pemena 3asiaua o pacupejesieHuu 06J1acTeil yupyroro u miacTudeckoro gaedop-
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Abstract. We consider the problem of determining the source function and the leading coefficient in a
multidimensional semilinear parabolic equation with overdetermination conditions given on two different
hypersurfaces. The existence and uniqueness theorem for the classical solution of the inverse problem in
the class of smooth bounded functions is proved. A condition is found for the dependence of the upper
bound of the time interval, in which there is a unique solution to the inverse problem, on the input data.
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Introduction

The purpose of this work is to investigate the unique solvability of the problem of determining
the source function and the coefficient at the second derivative in the spatial variable in a multi-
dimensional semilinear parabolic equation with Cauchy data and overdetermination conditions,
given on two different hypersurfaces. The unique solvability in classes of smooth bounded func-
tions of various inverse problems of determining two coefficients of semilinear parabolic equations,
different from the inverse problem considered in this article, was studied, for example in [1-3].

Using the overdetermination conditions, the initial inverse problem is reduced to the direct
auxiliary Cauchy problem for the nonlinear loaded equation. The solvability of the direct problem
is proved, for this purpose rather smooth input data and the method of weak approximation are
used [4,5]. The solution of the original inverse problem is written out explicitly through the
solution of the direct problem. On this basis, the existence and uniqueness theorem for the
classical solution of the inverse problem in the class of smooth bounded functions is proved for
t* € (0,T), T > 0, T — const. The condition for the dependence of t* on the constants of the
sufficiently smooth input data is formulated.

*svpolyntseva@gmail.com  https://orcid.org/0000-0002-8480-6612.
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1. Statement of the problem

We consider in Gjo7) = {(t, z, z)‘ 0<t<T,z€E,,z¢c E} the Cauchy problem

0
871: = Lx(u) + (L(t, x)uzz + ﬁl (tv SC)'LLZ + ﬁ?(tv ZL’)U2 + b(tv x)f(ta Z, Z)a (1)
u(0,z,2) =ug(x,2), (x,2)€ Epy. (2)
Here L, ( Z Qjg s &c] + Z ozl , the functions ug(x, 2), f(t,x, z) are given in F,, 11
i,j=1 i=1 i

and G|o,1) respectively, the coefficients a;(t), a;(t), i,j = 1,n, Bi(t,z), Ba2(t, x) are continuously
differentiable real-valued functions of the variable ¢, and ¢, x respectively, 0 < ¢t < T, T > 0,
T —const, E,, is the n-dimensional Euclidean | space, n>=1,neN.
Let be o;;(t) = a;i(t) and the relation Z a;;6& >0 V€ € E,\{0}, t € [0,T] is true.
ij=1
The coefficients a(t,x), b(t,z) and the solution u(t,z, z) of (1), (2) are unknown.

We assume that overdetermination conditions are given on two different hypersurfaces
z=di(t) and z = da(t):

U(t, xvdl(t)) = ¢(t7x)v u(t,x, d2(t)) = U](tﬂ x)? (3)

where (t,z) € Il 77, Hpo, ) = {(t,2)|0 <t < T, x € E,}; di(t), d2(t) are continuously differen-
tiable functions of the variable ¢, di(t) # da(t); ¢(t, ), (¢, z) are given functions satisfying the
matching conditions

(Z)(O,Qj) = UQ(CIL‘, da (0))7 '(/J(va) = uo(x’dQ(O))a (4)

where = € E,.

The solution of the inverse problem (1)-(3) in G, 0 < t* < T, is a triple of functions
u(t,z, z), a(t,z), b(t, z), that satisfies relations (1)—(3). Below we consider classical (sufficiently
smooth) solutions.

2. The transition from an inverse problem to
a direct problem

We reduce the problem (1)—(3) to some auxiliary direct problem. Let be z = dy(t), z = da(¢)
in (1) and in view of (3), we obtain

P =a(t,2)u..|,—q, ) + b(t, ) f(t, 2, d1(t)),
Q = a/(ta m)uzz|z:d2(t) + b(tv :C)f(t7 Z, d?(t))a

where
P = P(tax) =F - (51(t7x) + d/l(t))uz|z=d1(t)7 Q = Q(tax) = I — (61(t7x) + dé(t))uz|z=d2(t)a
F = d)t(ta x) - La:((b(t’w)) - Bg(t,x)q§2(t,x), Fy = ’l/}t(t.');‘) - Lw("/’(tvx)) - Bz(ta$)¢2(t7$)-
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Using the Cramer’s method, we find:

a(t .’E) _ Pf(t,l‘,dg(t))_Qf(t,l'7d1(t))
’ Uzz|z:d1(t)f(t7 €z, dQ(t)) - f(ta z,dy (t))u22|22d2(t) ’
Quzz|z:d1(t) - Puzz‘z:dz(t)
uzz|z:d1(t)f(t» z, dQ(t)) - f(ta z, dy (t))uzz|z:d2(t) .

b(t,x) =
We denote:
Nl :Nl(tvx) = Pf(t,.f,dg(t)) - Qf(t,l’,dl(t)),
Ny = Ny(t,xz) = uzz‘z:dl(t)f(taxa da(t)) — f(t, z, dl(t))uzz|zzd2(t)’ (6)
N3 :Ng(t,x) = Quzz|2:d1(t) - Puzz|z:d2(t)'

Then, substituting (5) into (1), we turn to the following problem:

Uy = Lx(u) + &uzz(t,x, Z) + Bl(t,x)uz(t,x, Z) + 52(t,x)u2(t,x, Z) + &f(ta I,Z), (7)

N, Nay
u(0, 2, 2) = up(, 2). (8)
We introduce the cutoff function Ss(y) € C*(E;), with the following properties:
)
5 TR

Ssly) 23>0, 8) = {x), 3 <y <3, 9)
5 1
3 Y < 3

where y € Ey, § = const, x(y) € C*(Ey).

We replace in (7) Ny and Ny by S5, (N1(t,x)), Ss, (N2(t, x)) respectively, we obtain
Ss, (N1(t,x)) Ns(t,x)
S5, (Na(t, x)) S5, (Na(t,x))

We assume that the input data are sufficiently smooth and it has all the continuous derivatives
contained in the following relation

up = Ly (u) + Uzz + Bt x)us + Bo(t, 2)u? + ft,z, 2). (10)

g%% (t,2, MDW (@, 2 ‘+‘Dmatg51 (t,2) ’+‘DIatng(t,:v)‘—&-\%ds(tﬂ <,

k=0,10—-2v|, |y €4,9=0,1,s=1,2, sy =1,2. (11)

Here (t,2,2) € Go, ¥ = (71,--+,Vn) is multi-index, |y] = i%‘, D) = L, Cis
’ ‘ 31’1“ L 0xm

=
a constant more than one. Generally speaking, constants C' here and throughout are different.
Let us suppose that the following conditions are true

N1(0,.’£) = P(va)f(oaxa d2(0)) - Q(O’x)f(0a$7 dl(())) > 5la (12)

0?ug(x,dy(0)) 0ug(x, d2(0))
Oaff(oaxde(o)) - 0@#

where (t,z) € o 71, 01, 02 > 0, 1, 62 = const, and
P(0,2) = ¢4(0,2) = Lo (6(0,2)) = (B1(0, %) + d1(0))u02] 2=, (0) — Ba(0, )67 (0, z),
Q(O,Jf) = ¢t(07x) - L£(¢(O,$)) - (,81(0,%‘) + dIQ(O))UOZ|ZZd2(0) - 62(05 $)¢2(07$)

Let us prove the existence of a solution of the auxiliary direct problem (10), (8).

N2(07x): f((),x,dl(())) 252;
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3. Solvability of the direct problem

We apply the method of weak approximation [4, 5] to prove the existence of the solution of
the problem (10), (8). We split the problem and linearize it by a g time shift in the nonlinear

terms

1
ug =3L,(u"), nT<t< (n + §>T, (13)

r Ss, (VT (¢, 2))

T T 1 2
Y] —3<Wuu+51(t,x)uz>, (n+§>7 <t< (n+§)7, (14)

T NI(t,x) 2
uf = 3G (- ) + RS, ()T <t < ot (15)
u™(0,z,2) = up(x,2), «€ E,,z¢€ Ey. (16)
Heren=0,1,...,.N—1,7TN=T,N>0, NeZ, u" =u"(t) =u" (¢, z, 2),
N{ = N{(t?x) = PTf(t,,fE,dg(t)) - QTf(tazydl(t))7
T T T T T T
NF = N3 (t.) = ul. (t = 2.2, i (D) flama) = Flomanoils (8 = 5,2, da(1)),

NI = Nj(t,x) =Qul, (t - z7nc,cl1(t)) —PTul, (t - g,x,dg(t)>,

3
T ! T T T ! T T
PT=F = (Bilt.2)+ d ()l (t = .0 di(t)), Q7= Fy = (By(t,2)+ dy(O)ul (¢ — 5.7 da(t)).
We introduce the notation 0
Uty =3 Up (1), (17)
k=0
k

bl

Ulz’to (t) = Ssup sup @UT(f, x, Z)

to<é<tx€E,,z€E 5 (18)
Up(0) = sup Ik Lol 2)1 s
©) wE B z€E; | 02" )
ak
w€B, 2B, | 0% ’ (19)

to € [0, <n+§>7)7 t>to,p=1,2,3.

The functions U (t), U* (to), Ux(0) are nonnegative and non-decreasing on each half-open
interval (nr, (n + 1)7].

Let us prove the priori estimates guaranteeing the compactness of a set of solutions
{u"(t,z, )} of the problem (13)—(16).

Let the half-interval (n7, (n + 1)7] be n-th time step, where n =0,1,..., N — 1.

We consider the zero integer step (n = 0).
At the first fractional step (p = 1), we obtain the following estimate for the solution u™ of

problem (13), (16), due to (11) and the maximum principle [6]

" (§,2,2)] < supue(,2)], 0<E< (20)

T
zeb, ,ze€F; 3
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We obtain the following estimates using differentiating the equation (13), (16) with respect
to z from one to ten times, respectively, due to (11) and the maximum principle [6]

ok ok T
@u (ﬁ,m,z) < EESU-peE @UO(.’E,Z) , k=110, 0< g < g (21)
z€E, ,z€E,
We obtain the following estimate from (20), (21) through (17), (18)
U™t <U0), 0<t< % (22)

At the second fractional step (p = 2), we obtain the following estimate for the solution of
equation (14) with initial data u™ (%,z,z) due to (11), (9) and the maximum principle [6]

U™ (1) < UT*§(§), % <t<Z. (23)

Collectively, on the first and second fractional steps, due to (22), (23) we get
7,0 27
U™(1) SU0). 0<t< 3 (24)

At the third fractional step (p = 3), integrating the equation (15) with ¢ € (%7,¢], & < ¢ <7,
we receive the equality

w@ = () 3 [ Gatnan o (- o) 4 g o,y

The last relation implies the inequality

. T [N (n, )|
<= )1 a0

ur (%T) ‘ +3 /j (1B2(n, z)|u” ()]

lu”(&)] <

2T
where — < &<t < T
Since this inequality holds for all z, z we replace the functions of the integral terms by their
exact upper bounds with respect to x € E,,,z € Eq, and then replace the function |u”|, on the

left-hand side of the inequality by ~ sup  |u”| considering (17)—(19) we obtain
r€E,z€FE,

o <u#(¥) o[ (o F g™ (- 3) + 07 (- 5)+
3
7% (0= 5)or¥ (- 5))Jan

Further, in the same way, differentiating equations (15) with respect to z from one to 10

times, similarly to the second fractional step, we get
7—7% 7—7%" 2T b & T,QTT 7',2.77 T T,QTT T
<ot () e [ 3 (05 G (- 7) + 07 (- 1)+

urE (77— g)Uf’%(n _ ;)>dn, k= T,10.
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Adding (25) and (26), by virtue of (17) we receive

or

where C' > 1-constant, independent of 7.
To the last inequality we apply the Gronwall lemma [7], then

v < (07 () e T 1 iy

Consequently, from (24) and last inequality at the zero whole step the following estimate
holds
U™0(t) < (U(0) + 1)e2c7WO+) 1 g <t <7

Repeating similar arguments at the first whole step, we obtain
U™ (t) < (U™ (1) + 1)e2077O+FVCT 1 7 <t L 2r

Assuming that 7 is sufficiently small and the inequality e2(V(O+DCT < 2 holds, at the zero
and first whole steps we get

U™0(t) < (U(0) + 1)eSUOFNCT 1 0 <t <27
Analogous reasoning, at the n—th whole step (n < N) we obtain
U™ (t) < (U™ (nr) +1)e2C7W D 0 e <t < (n41)7
Consequently, at n whole steps, we getting
U™0(t) < (U(0) + 1)e2@ntDUO+DET 9 0 <t < (n+ 1)7.
Hence, following estimate is true
U™0(t) < (U(0) +1)e2VO+FNCt _ 9 g <t < t,,

where ¢, satisfies the inequality
e2(U(0)+1)Ct* <2 (27)

10

Here U(0) = Z sup

b0 TE€ENn,2€E1
And, therefore, taking into account the notation (17), (18) uniformly with respect to

8k
@UO(% z)

, C'is constant depends of C,d1,dy from (11), (12).

k
‘ 0 u”(t,x, z)

02k

<C, k=0,10, (t,z,2)€ G[07t*]. (28)
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After differentiating problem (13)-(16) with respect to x;, z;, z; and z,,, we obtain equations
that can be regarded as linear with coefficients uniformly bounded in 7. Arguing by analogy and
considering (28), we obtain estimates uniformly with respect to 7

ok _—
D’y*u (t,iﬂ,Z) < C7 k= O, 10 — 2|7|7 |7| < 47 (t,.’E,Z) € G[O,t*]' (29)

T 0zk
We obtain from (29) and (13)—(16) uniformly with respect to 7
|UtT(tava)| < Ca (t,$,Z) € G[O,t*]'

We differentiate equations (13)—(16) once with respect to z. By (29), the right-hand side of
the equations obtained is uniformly bounded in 7, and consequently the left-hand side is also
uniformly bounded in 7

lul.(t,z,2)| < C,  (t,z,2) € G[O,t*]'

By analogy, uniformly with respect to 7

=

9k D’\ut (t,z,2)

<C, k=04, |N<2, (t,z,2)€ G[O,t*]'

Thus, the following estimate holds uniformly with respect to 7 for (¢,z,2) € G4,

’aataakkDAT 2 2)| + ‘88 ;:DAT ’ ‘6 akD/\Ttasz)gC, 0
=04, |A<2
ok
The estimate (29) implies the uniform boundedness in 7 of the family {Dgaku } in G,
and from (29), (30) their equicontinuity in ¢, z and z is equicontinuous in Gy ). Therefore, for
any fixed v, k, |y| < 2, k = 0,4, by the Arzela theorem [8] the set {D;Yaakku } is compact in

C(G[O,t*])’ M > 0 is an integer, G[O,t*] ={(t,z,2)[t € [0,T], x| < M, |z| < M}.

In a diagonal way, we choose a subsequence {u”} (we do not change the notation) converging
together with the corresponding derivatives with respect to x and z to some function u in Gy .,
and uniformly in each G[o L The function u is continuous, has derivatives of the corresponding
order in = and z that are continuous in G| ,], and satisfies the initial data (2) and inequality

’Dgazku(t,x,z) <O, k=04, |B] <2, (t,7,2) € G- (31)
ok ok
Since D;’a—uT = Dgc8 LU on G[Ot VM >0, |v] <2, k=0,4 and the inequality (31) is
T—0

satisfied, then we can prove that the proof is similar to the proof of Theorem 2.4.1 (see Sec.2.4.
One theorem of the weak approximation method [4]) that the function w is a solution of the
problem (10), (8) in G[Ot ] for any fixed M, and since M is arbitrary, then also in G|g ]

The function u(t, z, z) belongs to the class

09 oF
Ctl,’ai’f(G[o,t*]) = {fl(t7$72)|%f1 € C(G[o,t*]))anﬂfl € C(G[O,t*]),

(32)
18] < 2,k =0,4,9 =0, 1}
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The estimate (31) is true. In order to prove the existence of a solution of problem (7), (8),
it is necessary to remove the cutoff functions in equation (10). For this, we prove that for
(t,z) € gz},

0
Ni(t,x) > 5, Nao(t,z) >

We differentiate the expressions for Ny (t, ), Na(t, ) (N1(t
to t,

,x), Na(t,z) in (6))) with respect

My(t,x) = (N1(t, ) = Pif(t @, da(t) + P(fi(E, @, da(t)) + fL(E 2, da(2))d5 (1)) —
—Qif(tw, di () = QUL (82, da () + F2(E =, du(8))di (1)),
M(t,z) = (Na(t,2)); = (weze(t, 2, dr (b)) + wzez(t, 2, di (8))d1 () f (2, 2, da(t) + (33)
e (b, di (8)) (7 (¢, do (1)) + fL(E @, da(8))ds (1) — (f7 (2, @, du(F)) +
1Lt 2, di(8))dy (D) uzz(E, 2, do(t) — f(t, 2, di(8)) (uzz(E 2, do(1)))1,

where

Pl = ¢u — Lat(6(t, 7)) — Bure(t, 2)us(t,2,di (1)) — Bu(t, @) (uae (t, @, du (1)) +
Fuzs (t, @, di(8))d) (1) = Bae(t, 2) 9% (¢, 2) — 2B2(t, 2)d(t, 2) e (t, @) — (use(t, x, du(8))+
s (@, dy (8)dy (8))d) (£) — ua(t, 2, di ())dy (2),

Q1 =Y — Lot (V(t, ) — Pre(t, @)us(t, @, d2(t) — Bu(t, @) (wae (t, 2, da(t))+
Fuza(t @, do(t))dy(t) — Bae(t, 2)9° (8 ) — 262 (t, )y (t, 2)¢e(t ) — (wse(t, 2, d2 (1)) +
s (t, @, da(8)dy (1)) dy (8) — us(t, @, da(t))dy (1),

+

>3 f‘éﬁ)

=1

n , 82
Lu(6(t2) = Y ((a) amaq; g ascjat)

- 0% = 0%
_ Y
Lat(p(t, ) = Z_;l((o‘”) or,0r; | 9 aa; 895J8t) * ;( Y o, 8t)
By virtue of (11), (31)
|Mi(t,2)] < Ky, |Ma(t, )| < Ko, (34)

here K7, K5 are constants depending on d1, do, C.
We integrate expressions (33) with respect to ¢ in the range from 0 to ¢, we obtain

Ni(t.a) = Ni0.0)+ [ Milnohdn. Naft,) = Na(O.2) + [ MG, a)an

By virtue of (12), (34) Nl(t,x) 2 51 - K1t7 NQ(t, .’E) 2 52 - th

Nl(t;x) P %a NQ(tax) > %7 te [07t*] (35)

By the definition of the cutoff function (9) and (35), we obtain Ss, (N1(¢,2)) = Ni(t, z),
0 0
S5, (Na(t, 2)) = No(t,z) with ¢ € [0,¢*], when t* = min( L )
1 2
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Thus, in equation (10), the cutoffs are removed. The function u(t, z, z) satisfies equation (7).

The coefficients a(t, ) and b(t, z) can be written in the form (5).

Thus, we have proved the existence of a solution u(t,x, z) of the direct problem (7), (8) in
the class C} 2 e (G[O,t*])- It is proved

Theorem 1. Let conditions (9), (11), (12) are satisﬁed. Then there exists a solution

u(t,z,z) of the problem (7), (8) in the class Cth(G[O,t*]) satisfying (31).  The constant
o 0
t* = min( s 2}; 2}? ), where t, satisfies the inequality (27), the constants Ky, Ko depend

on C, 41, 02, fmm the relatz'ons (11), (12).

4. The existence and uniqueness of a classical solution
of the inverse problem

Let us prove that the triple of functions u(t, x, z), a(¢, z), b(t, =) are the solution of the inverse
problem (1)—(3), where a(¢t,z) and b(t,z) are defined in (5). Since u(t,z,z) is the solution of
the direct problem (7), (8), substituting u(t,x, z), a(t,x), b(t,z) in (1), we obtain the correct
identity.

According to (11), (31) from (5), (7), we obtain that the triple of functions u(t, z, 2), a(t, x),
b(t, z) belongs to the class

Z2(t*) = {u(t,z, 2), a(t,z), b(t, 2)|u € C 2 (Glo)),
a(t,x),b(t,x) € Ct,’a: (H[O,t*])}a

and satisfies the inequalities

Z Z)Dla S u(t,z Z)‘ <O, (t,x,2) € Gy, (36)
18]<2 k=0
3 ‘Dfa(t,x)‘ +3 ‘be(t,m)‘ <O, (to) el (37)
1Bl<2 1Bl<2
The class Ctljj(G[oyt*]) is defined in (32), and

CY2 (Mg ) = {a1(t, z)|DEay (t,2) € C(Ig 1), |B] < 2}

Using conditions (4) and equation (1), we can prove that the overdetermination conditions
(3) are satisfied.

The existence in the class Z(t*) of the solution u(t, z, z), a(t, x), b(t, z) of the problem (1)—(3)
satisfying relations (1)—(3) is proved.

The uniqueness of the solution to problem (1)—(3) is proved by a standard method: the
difference between the two solution to problem (1)—(3) that obey (36), (37) is shown to vanish.

Thus, it is proved

Theorem 2. Let us conditions (4), (11), (12) are satisfied. Then there exists a unique solution
u(t,x,z), a(t,x), b(t,x) of problem (1)—(3) in the class Z(t*) satisfying relations (36), (37). The
]
s —1, —2), where t, satisfies the inequality (27), the constants K1, K of
2K, 2K,
the temple from C, 01, b2, from relations (11), (12).

constant t* = min (t
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3ajsa4da omnpejesienus PyHKIINN UCTOYHUKA U CTAPIIIETro
Ko3durimeHTa B MOJIYJIMHEITHOM MHOTOMEPHOM
napaboJImIecKoM ypaBHEHUN

Csetiana B. IToabiniiesa
Kupa U. Coupuna

Cubupckuii deepasbHbIil YHUBEPCUTET
Kpacnosipck, Poccuiickass @eneparus

Awnnoranusi. PaccmarpuBaercs 3aada onpeesieans (GYyHKIAA UCTOYHUKA U KOIPDUIINEHTA TTPU BTO-
POt TPOU3BOIHOM MO ITPOCTPAHCTBEHHOM IMEPEMEHHON B MHOTOMEPHOM IOJIYJIUHEHHOM Mapabo/ImIecKOM
YPaBHEHUM C YCJIOBUSIMU IE€PEOIIPEIC/IEHNs, 3aJaHHBIMIA Ha JIBYX PA3JIMYHBIX TMIIEPIOBEPXHOCTSX. Jlo-
Ka3aHa TeopeMa CYIIeCTBOBAHUS M €IMHCTBEHHOCTH KJIACCUYECKOTO PeIlieHnsi OOpaTHON 3a/1a9n B KJIacce
IJIQIKUX OrpaHuYeHHbIX dyHKIuit. HaiineHo yciioBre 3aBHCHMOCTH BEpXHEH TDAHHIIBI BPEMEHHOTO OT-
pe3Ka, B KOTOPOM CYINECTBYeT W €IMHCTBEHHO pellleHrne OOpaTHOM 3384, OT BXOJIHBIX JTaHHBIX.

KuaroueBrbie ciioBa: obpaTHas 3ajada, yCJIOBUS MIEPEOTPEIECTICHNUs, TOJIYTNHERHOE MHOTOMEPHOE TTapa-
GoJsinyueckoe ypaBHeHue, 3aja4da Ko, Meros ciaboil alnmpoKCUMAaIui, BXOAHbIE JAHHbIE, OlpeIe/IeHne
K03 DUIIEHTOB.
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Abstract. The problem of two-dimensional stationary flow of two immiscible incompressible binary
mixtures in a cylindrical capillary in the absence of mass forces is investigated. The mixtures are
contacted through a common the interface on which the total energy condition is taken into account.
The temperature and concentration in the mixtures are distributed according to a quadratic law, which
is in good agreement with the velocity field of the type Hiemenz. The resulting conjugate boundary value
problem is nonlinear and inverse with respect to the pressure gradients along the axis of the cylindrical
capillary. The tau-method (a modification of the Galerkin method) was applied to this problem, which
showed the possibility of the existence of two solutions. It is shown that the obtained solutions with
a decrease in the Marangoni number converge to the solutions of the problem of the creeping flow of
binary mixtures. When solving the model problem for small Marangoni numbers, it is found that the
effect of the increments of the internal energy of the interfacial surface significantly affects the dynamics
of flows of mixtures in layers.

Keywords: binary mixture, interface, internal energy, inverse problem, pressure gradient, thermal
Marangoni number.
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Introduction

The specifics of the phenomena occurring at the interface of liquids are related to the existence
of the energy and entropy of the surface phase, which are excessive in relation to the bulk
phases in the transition layer [1]. However, the energy exchange between the bulk and surface
phases has not been sufficiently studied. For ordinary liquids at room temperature, the effect
of changes in the internal energy of the interfacial surface on the formation of heat fluxes,
temperature fields, and velocities in its vicinity is insignificant in relation to viscous friction
and heat transfer . However, at sufficiently high temperatures, when the viscosity and thermal
conductivity of ordinary liquids are significantly reduced, as well as for liquids with reduced
viscosity (for example, for some cryogenic liquids), the effect of the internal energy increments
of the interfacial surface is significant [3].
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In this paper, we consider a mathematical model describing the two-dimensional stationary
thermodiffusion motion of two immiscible incompressible binary mixtures in a cylindrical cap-
illary in the absence of mass forces. The mixtures are contacted through a common interface
on which the total energy condition is taken into account. In this geometry, the mechanism of
influence of changes in the surface internal energy on the dynamics of binary mixtures is inves-
tigated. Without taking into account the effects of thermal diffusion, such a model was studied
in the works [4,5].

1. Statement of the problem

We consider a two-dimensional stationary axisymmetric flow of two immiscible incom-
pressible binary mixtures in a cylindrical tube of radius R, the temperature of which is
maintained constant. Binary mixture occupy the field: Q7 = {0 < r < Ry,|2] < oo} and
Qs = {R1 <7 < Ra,|z| < oo}, where r, z are the radial and axial cylindrical coordinates. Here
r = Ry = const is the total interface of binary mixtures, r = Ry = const is the solid wall. The
values related to the regions € and 5 are denoted by indexes 1 and 2, respectively. The area
of Q; is called the core, and the area )5 is an interlayer or film. It is assumed that its charac-
teristic transverse size is small by compared to the radius of the core, Ry — Ry < R;. Such a
geometry corresponds, for example, to the case of displacement of the liquid that originally filled
the capillary by another liquid.

Fig. 1. The scheme of the flow region

Binary mixture is characterized by constant thermal conductivities k;, specific heat capacities
¢pj, dynamic viscosities i, densities p;; let x; = k;/p;cp; is the thermal conductivity, v; = u;/p;
is the kinematic viscosity (here and further, j = 1,2). The influence of gravity is not taken into
account, which may be justified, for example, if the tube it is quite narrow to the capillaries.

The system of equations of motion, continuity, internal energy balance and concentration
transfer has the following form [6]:

1 Uj
UjUjr + WU , + ;pjr =V (Auj — ﬁ) ,
j
1
Ujwjr +Wjwje + — pPjz = viAwj,
j
U 1
Ujr+7]+w]‘2«:0, ()
ujbjr +w;0j. = X205,
ujcjr + ’LU]'C]'Z = deCj + ajde0j7
where u;, w; are projections of the velocity vector on the 7, z axis of the cylindrical coordinate
system; p; is the pressure in the layers; 6;, c; are deviations of temperature and concentra-
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tion from their equilibrium values; d;, a; are the diffusion and thermal diffusion coeflicients,
respectively; A = 0%/0r% +r=19/0r + 92?022 is the Laplace operator.

The linear dependence of the interfacial tension coefficient on temperature and concentration
is assumed:

0'(9,0)2007%1(9700)7%2(0700). (2)

Here &7 > 0 is the temperature coefficient, a5 is the concentration coefficient of the surface
tension (normally s < 0, because the surface tension increases with increasing concentration);
0o, co are the temperature and concentration on the interfacial surface in the as balance.

The solution to the problem is sought in a special form:

uj = uy(r), w;=zvi(r), p;=p;r,2),
(3)
0; = a;(r)z? +b;(r), c; = h;(r)z* +g;(r).

A solution of the form (3) is called a solution of the type Hiemenz [7], in which the velocity field
is linear with respect to the transverse coordinate. Thus, the temperature §; takes an extreme
value at the point z = 0: the maximum at a;(r) < 0 and the minimum at a;(r) > 0. We
get a similar interpretation for the concentration c¢;, only instead of a;(r) the function h;(r) is
considered.

After substituting the special form (3) into the equations of motion (1) we will have the
following system with unknown functions w;(r), v;(r), p;(r), a;(r), bj(r), h;(r), g;(r):

1 1 U
UjUjp + ;jpjr =V (ujrr + - Ujp — 77;), (4)
o1 1
2(u;vjr +05) + —pjz = ij(vjrr + - Ujr)7 (5)
pj r
w
ujr+7j+vj=0, (6)
1
ujazr + 20505 = X; (ajrr +- ajr), (7)
1
uibjr = X; (bjrr + b+ 2%‘)7 (8)
1 1
w;hjr + 2vjh; = d; (hjrr +- th) + ajd; (ajrr +o aj,.), 9)
1 1
Ujgj'r' - dj (gjr'r + ; gj7- =+ 2h]> + Oéj dj (bj'r'r + ; bjr + QCLj) . (10)

From the equations (4), (5), we express the pressure gradients (pj,,pj.):

1 Uj
Pjr = PjVj (um + U — 7;) = Pj Uj Ujr, (11)
1 2
Pjz =% [Pﬂ/j (Ujrr +o Ujr) = pj(uj vjr + Uj)]a (12)

Conditions for the compatibility of the equations (11), (12) are satisfied identically:
Djrz = Djzr = 0. It follows that the pressure in the layers will be restored by the formula:

2
z
pj = —ijj? + 55(r), (13)

where the derivative of the variable r from the functions s;(r) is exactly the right-hand side of
the equation (11). Integrating this equation, we obtain for the functions s;(r) the following view:

1 1
s;(r) = pjv; (“jr T uj) — 5 Py U+ Sj0,  sjo = comst. (14)
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In turn, the functions v;(r) are defined from the equation:

1
ujvjy +vj = v (Ujrr +o vjr) + fi» (15)

where f; = const. The flow in the layers is induced by the longitudinal pressure gradients
fj. These are unknown constants that are subject to by definition. Therefore, the problem is
reversed.

On a solid wall 7 = Ry, the boundary conditions are satisfied:
uz(R2) =0, va(R2) =0, az(Ra)=as, ba(R2)= b, (16)
ha(R2) + aaz,(R2) = 0,  gor(R2) + agbar(Rz2) = 0,

with the given constants asg, bog. Note that when agg < 0 the wall temperature has a maximum
value at the point z = 0, and for asp > 0 — minimal.
On the interface r = Ry, given the dependence (2), we will have the following conditions:

cui(Ry) = uz(Ry), vi(R1) =va(Ry), (17)
al(Rl) = G,Q(Rl), bl(Rl) = bQ(Rl), (18)

hi(R1) = ha(R1), g1(R1) = g2(Fa),
p2v2r(R1) — pavie(Ra) = —2e1a1 (R1) — 28201 (Ry), (19)
di[h1r(R1) + ara1,(R1)] = dofhar(R1) + azas,(R1)], (20)
koagr(Ry) — krai,(R1) = serar (Ry)vi(Ry), (21)

kobay (R1) — k1b1p(Ry) = se1by (R1)v1(Ry).

The relation (21) is called the energy condition on the interface of two binary mixtures [8-10].
It means that the jump in the heat flow in the direction of the normal to the surface section
r = Ry is compensated by a change in the internal energy of this surface. In turn, this change
is associated with both a change in temperature (and with it the specific internal energy) and a
change in the area of the interface.

For a complete statement of the problem to the relations (17)—(21), it is necessary to add the
boundedness of the functions on the axis of the cylindrical capillary at r = 0:

[ur(0)] <00, |ur(0)] < o0, [s1(0)] <00, far(0)] < oo,

b1 (0)] < 0, [ha(0)] < o0, |g1(0)] < oo (22)

2. Transformation to a problem in dimensionless variables

For what follows, it is essential that the equations (6), (7), (9), (15) are independent of
the others and form a closed subsystem for defining the functions v;(r), a;(r), h;(r) and the
constants f; (j = 1,2). After solving it, the functions b;(r), g;(r) are found from the equations
(8), (10), and s;(r) is uniquely restored by the formula (14). If we integrate the continuity
equation (6) and exclude functions w;(r) in the equations (7), (9), (15) with given the conditions
of boundedness (22) and sticking on a solid wall (16), the problem is reduced to the conjugate
boundary value problem of finding only the functions v;(r), a;(r), h;(r) and the constants f;.
We introduce dimensionless variables and functions by equalities:

r Ry R3v;
=—, R=22>1, V=7
5 R1 R1 7 Mazq (23)
a;j h; Rif;
Aj=—L, H=-L F=_1314
J CLQO’ J 607 J 1\/[211/127
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where aqq, co are the characteristic temperature and concentration.
As the defining parameters of the problem under consideration, we choose the following:

®1a90R3 seqcy R3 V; V; a;a
Ma = —1°20°11 L Mc = —20-1 L Prj=-2, Sc¢;j=-2, Sr;=-"1= 20,
Haln Mol X d; o (24)
o ke d _ Me =
po’ vy ko’ dy’ Ma  &jag

Here Ma is the thermal Marangoni number, Mc is the concentration Marangoni number, Pr; are
the Prandtl numbers, Sc; are the Schmidt numbers, Sr; are the Soret numbers.

After de-dimensionalization, we obtain a nonlinear inverse boundary value problem in the
domain with respect to the spatial variable £, which, for 7 = 1 varies between 0 and 1, and when
j =2 — in the range from 1 to R.

For 0 < ¢ < 1 we will have:

1 M ¢
Ki(Vi,F1) = Vige + ngg + ?a Vlg/ Vi (x) de — MaV? + F, =0, (25)
0
1 1 Ma ¢
Sl(Vl,Al) = — A1§§ + *Alf 4+ — Alg le(l‘) dr — 2MaA, V] = 0; (26)
Pry 3 g 0
1 1 Sr 1
Ty(Vi, A1, Hy) = — | Hige + - Hie | + — Aree + A1 | +
Scy £ Scy I3 (27)
M €
+?a ng/ 2Vi () dz — 2MaH, Vi = 0.
0
For 1 < ¢ < R, we have:
1 1 Ma R )
Ky (Va, F) = > Vggg—l—ngg — ?‘/25 xVa(z) dx — MaVy + Fy = 0, (28)
3
1 1 Ma R
52(‘/2, Ag) = Aggg + 7A2§ - — Agg .Z'VYQ(.Q?) dr — 2MaA2V2 = 0; (29)
Prov 3 3 13
1 1 Sry 1
TQ(VQ,AQ,HQ) = @ (HQEE + £H2£) + @ <A2§§ + é_AQE) —
v (30)
_T Hgg/ xVa(z) dx — 2MaH, Vs = 0.
§
Then, on a solid wall ¢ = R, the conditions are met:
VQ(R) =0, AQ(R) =1, HQg(R) + SrQAQE(R) =0. (3].)
On the interface £ = 1:
1 R
Vi(1) = Vi(1), / Vi () dz = 0, / 2Va(z) dz = 0, (32)
0 1
Ar(1) = Ax(1), Hi(1) = Ha(1), (33)
Vag(1) — pVig(1) = =24 (1) — 2MH, (1), (34)
d(ng(l) + SI‘1A1€(1)) = Hgg(l) + SI‘QAQg(l), (35)
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Ase(1) — kA1e(1) = EA,()Vi(1), (36)

where E = fag0R?/uzks is a parameter that determines the effect of the internal energy of the
interface on the dynamics of the movement of liquids inside the layers.
On the axis of symmetry, the conditions of boundedness are set:

[V1(0)] < o0, |A1(0)] < 00, |H1(0)] < o0. (37)

Remark. The integral redefinition conditions in (32), meaning the flow closure conditions, are
necessary to find the unknown longitudinal pressure gradients F}; in the layers of binary mixtures,
ji=12

3. Solving of the conjugate problem for small Marangoni
numbers

We will assume that the thermal Marangoni number Ma <« 1 (a creeping motion), and
Ma ~ Mc, that is, the thermal and concentration effects on the interface & = 1 of the same
order. Formally decomposing the functions Vj, A;, H; in a series of Ma, we obtain for the first
approximation the problem (25)-(27), (28)—(30) with Ma = 0. In the equations of momentum,
energy, and concentration transport, the convective terms are discarded. As for the nonlinear
boundary condition (36), it is remains unchanged. To do this, we must assume that £ = O(1).

Then the conjugate inverse boundary value problem for small Marangoni numbers becomes
linear:

Viee + %Vm = —F, (38)

Ajge + %Am =0, (39)

Hige + %ng =0, 0<é<1; (40)
Vage + évzg = —Iy, (41)
@&+§m=m (42)
Haee + %Hzg —0, 1<¢<R (43)

with the boundary conditions (31)—(37).
Common solutions of systems (38)—(43) are easily found (the boundedness conditions (37)
are taken into account):
F

Vi(€) =C1 — Zléz, A(§) =Cy, Hyi(§) =Cs; (44)

V(€)= Cut Colng — T2 Ay(6) = Co+ Cring, Ho(€) = Cs+ Colng,  (45)

with the constants Ci,...,Cy, which are determined from the boundary conditions (31)—(36).
Exactly,

Py 8
“T% TS T ERwr T o
o 2F2V—F1 o 2F21/(R2—1>+F1 o EFl o
G ST e YT ERRR-s @ 9RO
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As for the constant Cj3, from the boundary condition (34) it is defined as follows:
- FQI/ - F1/J - 402 - 205
B 4M ’

But such a representation for C3 makes it difficult to further search for the pressure gradients
Fy, F5 along the layers when solving the inverse boundary value problem. On the other hand,

this constant can be found if you set the average concentration over the cross section z = 0, so
1

[ €H1(€) d€ = 0. From where we get that C3 = 0 and, therefore, Cs = 0.
0

Cs

(47)

The pressure gradients F, F» are related by the relation F» = Fy N(R), where the function
N(R) is defined by the formula:

R?—2InR—1
N = . 4
B = e+ DR -+ 1] (48)
In addition, the functions U;(&)are recovered from the continuity equation (6):
F;
U1(€) = 16 - D(E+1),
r (49)

Us (&) [(R? — £%)(8Cy — 4C5 — Fov(R? 4+ €%)) + 8C5(R?*InR — €2 1n¢€)).

" 16¢

If the expression for the constant Cs from (47) vanishes, then after some calculations a
quadratic equation arises with respect to the unknown pressure gradient F:

EL(R)InRF? —8L(R)F; — 128In R = 0, (50)
where L(R) is defined by the formula:
L(R) =4vInR(p — N(R)) + 2vN(R)(R* — 1) + 1. (51)

Of interest are the cases related to the number of solutions of the equation (50).

1. If E = 0, we get the equation: —8L(R)F; — 1281n R = 0, which has a unique solution
Fy = —-16In R/L(R). The pressure gradient F; is easily determined from the ratio (48).

2. If R — 1, then we have the equation: —8L(R)F; = 0, which has the only solution F; = 0.
Here it is taken into account that the function L(R) takes positive values on the interval (1, +00).
Then it follows from (48) that F, = 0. The equality of the pressure gradients to zero means that
there is no source of motion of the mixtures in both layers. Thus the mixtures are at rest.

Next, we find the discriminant of the quadratic equation (50):

D = 64L(R)(L(R) +8E1n* R), (52)

depending on the sign of which the equation has a different number of roots.
3. If D > 0, we get: E > —L(R)/81n® R. In this case, the square equation has two roots:

4L(R) + 4\/ L2(R) + 8EL(R)In® R
EL(R)lnR

4. The discriminant vanishes at £ = —L(R)/81n* R, (L(R) # 0). Then the equation will
have a unique solution: F; = —32In R/L(R). Note, what is the expression L(R)/8In* R > 0
when R € (1,+00). Therefore, the parameter E takes negative values. This is possible with
asp < 0, since E depends on this parameter.

5. The negative sign of the discriminant corresponds to the condition: E < —L(R)/81n? R,
which is equivalent to the absence of real roots of the square equation.

Thus, the number of solutions to the equation (50) depends more on the parameter E. In other
words, the energy of interfacial heat transfer has a significant effect on the processes occurring
in the contacting liquids.

1,2 _
e =

(53)
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4. Model problem

We present the quantitative results of solving the problem for the model system formic acid
(mixture 1) — transformer oil (mixture 2). According to the tabular data, the physical constants
are as follows:

k k 2 2
p=178-1073 -8 1,=1981-1074 -2 | 1, =1.46-10 2 | 1,=225.1076
m-s ) m'82 W S W S
t £
x1=1.057-1007 2 v =755 107 2k = 0.267 —— , Ky =0.1106 —— |
S S m-K m-K

oo = 37.58 - 1073 N . eep = 1.2826-107* N .
m m-K

The following parameter values were also used: R =1.5, R =10 "m, E = 0.7 (ago > 0). As
a result of the calculations, two solutions were obtained for the longitudinal pressure gradients
in the layers: F} = —1.78305, F} = —71.22054 and F? = 29.96938, F? = 1197.06399. It can
be seen that for the second solution, the gradient values in both mixtures are too high, which is
unphysical.

Fig. 2-4 demonstrates the function V;(§) and the velocity profile U;(§) depending on the
various defining parameters of the model.

! ; L L
1 15 ] 05 £ 1 15

L
05

) &)

¢

Fig. 2. The behavior of the function V;(§) and the velocity profile U;(&): a) for the first solution,
b) for the second solution

Fig. 2 shows the functions V;(€) , U;(€), corresponding to the two solutions {F}, F3} and
{F?, F3}.

Fig. 3 shows that as the parameter E increases, the values of the functions V;(§), U;(§) in
absolute value decreases significantly. You can choose such values of E, at which the model prob-
lem will have a single solution. So, for E = 0 (agp = 0) we get: F; = —1.89641, F» = —76.27046.
By E ~ —2.6 (a0 = —3.46 - 10?3) we have: F} = —3.79282, F;, = —152.54093.

The increase of the parameter R is strongly influenced by the velocity profile U;(€) and the
function Vj(&). Fig. 4 shows that the absolute values of the functions increase. This is due to
the fact that for a fixed Rj, the radius of the outer cylinder increases, since R = Rs/Ry. It is
also important to trace how the change in the radius of the inner cylinder R; affects the flow
pattern in the layers. It turned out that with the growth of R1, the values of the functions V;(¢),
U; (&) in absolute value decreases. This is due to the fact that with an increase in the radius of
the inner cylinder at fixed R and F, the influence of a constant temperature set on the surface
of the outer cylindrical tube weakens.
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Fig. 3. The dependence of the functions V;(§), U;(§) on the parameter E: 1 — E = 0.05,
9 E=02 3 E=07

ns | i
ni1sk 9 |
06 ]
04k i 01r 7 4
o2y 1 005 g
< 1 U
4 7 '
1 oo R
01k 4
1 1 1 L L 1 1 L 1 1 015 1 1 L L 1 L L 1 1
0 02 04 06 08 1 12 14 1B 18 2 02 04 0B DE§1 12 14 16 18 2
4

Fig. 4. The dependence of the functions V;(§), U;(§) on the parameter R: 1 — R = 1.5,
2—R=17,3—R=20

Fig. 5 shows the “temperature” and “concentration” functions A;(&), H;(§), corresponding to
the first solution {F}, F}}. In the first layer, these functions are constant. In the second layer
A;(€) increases and H;(&) decreases, which corresponds to the phenomenon of abnormal thermal
diffusion.

-0 T

05 1 15 i 0s 1 15

Fig. 5. The behavior of functions A;(&), H;(£) in the case of the first solution
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Thus, the effect of changes in the internal energy of the interfacial surface on the two-layer
flow of two immiscible binary mixtures in a cylindrical capillary is studied. It is found that with
an increase in the parameter E, which is responsible for the influence of changes in the surface
internal energy on the dynamics of liquids in layers, the absolute values of the functions V; (&),
U; (&) decreases.

5. Derivation of a finite-dimensional system of nonlinear
algebraic equations

To solve the nonlinear problem (25)—(37), the tau method is used, which is a modification
of the Galerkin method [11]. For the future, it is essential to replace the variables: & = ¢ with

j=1land & = (£ — R)/(1 — R) when j = 2 and re-assign £’ +» £. An approximate solution is
sought in the form of sums:

vee) = S VIROV(E),  Ane) = 3 ALROV(e), Hr() = S HIEOV(E),  (54)

=0 =0 =0

re R (©, 1)(5) are the shifted Jacobi polynomials. In general, they are defined in terms of the
Jacobi polynomials P,ga’ﬁ)(y) as follows (a > —1,8 > —1) [12]:

R (y) = PP 2y — 1), ye(0,1]. (55)

Coefficients le, Aé—, H jl and constants F; are found from the Galerkin approximation system,
namely:

1
/0 K(VI, F)ROD(€) € de = 0, (56)
1
/0 85V, AMRUD(€) € de = 0, (57)
1
/ T; (V] AT HROD(£) €dE =0, m=0,...,n—2, j=12. (58)
0

It follows from the integral redefinition conditions of (32) that V;° = V) =
The boundary conditions are transformed as follows:

zn:(—l)lVé =0, Xn:(—l)lAé =1, (59)

=0 =0
Z YL 4 1)(1+ 2)[HY + Srp AL] = 0. (60)
iW=Zw724=i%7Zm 2&7 (o1

=0 =0
Z (1+2)(Vi —puVl) = Qi(Ag + MHY). (62)

=1 =0

di I(1+2)[H 4 Sr1Al] = zn: (1 4 2)[H + SraAb), (63)

=1 =1

Xn:l(l+2)(A§—kAl __EZAlZvl (64)
=0 =0

=1
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Verbose output finite-dimensional system galerkins approximations for the coefficients le,
Ag, H Jl, l=0,...,n,7=1,2, and also the calculation of definite integrals from different product
of shifted Jacobi polynomials are present in the work [13].

As a result, the system of integro-differential equations are converted to a closed system
of nonlinear algebraic equations unknown coefficients le, Aé, H Jl and gradients of pressure Fj,
where [ = 0,...,n, 7 = 1,2. Its solution was used Newton’s method with a given accuracy
e =107°. As an initial approximation, the results obtained in solving the model problem were
taken.

Applied to a nonlinear inverse boundary value problem (25)—(37) the tau-method showed the
possibility of existence of two solutions for the longitudinal pressure gradients and, accordingly,
for the rest of the desired functions of the problem. Calculations were performed for n = 10,12
in Galerkin approximations. As the number of n increases, a rapid increase in the accuracy of
the solution is detected.

Fig. 6 shows the dependence of the functions V;(&) , U;(§) on different values of the thermal
Marangoni number, obtained for the first solution: F; = —1.78355, F21 = —71.73149. We
conclude that the solutions found with a decrease in the Marangoni number converge to solutions
of the problem of the creeping flow of binary mixtures.

; %

Fig. 6. The dependence of the functions V;(§), U;(§) of the thermal Marangoni number:
1—Ma=15 2—Ma=3, 3—Ma=0.5, 4 —Ma=0.28, 5 — a creeping current

The work was supported by a grant from the Russian Foundation for Basic Research mo.
20-01-00234.
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JByxcJioiiHoe cTalluoHapHOe TeYeHHue B IUJINHIPUIECKOM
KaluJjigpe ¢ y9eToM U3MeHeHns BHYyTpPeHHell Hepruu
MOBEPXHOCTU pa3eaa

Bukrop K. Anjnpeen

WucruryT BBIYMCHIMTEILHOrO MOAeuposanus CO PAH
Kpacnosipck, Poccuiickast Penepariust

Cubupckuii deiepalibHblii YHUBEPCUTET

Poccniickas @eneparust

Haranaba JI. CobaukuHa
Cubupckuii de1epalibHblii YHUBEPCUTET
Poccuiickass Penepariust

AnaHoTanus. 3ydena 3ama4da o JByMEPHOM CTAIlMOHAPHOM TE€YEHHUU JIBYX HECMEIIUBAIOIIMXCS HECIKH-
MaeMbIX OMHAPHBIX CMECEil B IUIMHAPUIECKOM KAITUJLISIPE B OTCYTCTBUE MACCOBBIX cul. CMecu KOHTaK-
TUPYIOT Yepe3 ODIIYI0 MOBEPXHOCTH Pa3/Iesia, Ha KOTOPO YIUTHIBAETCS TOJTHOE SHEPTETUIECKOE YCIOBUE.
Temmeparypa 1 KOHIIEHTpAIUsI B CMECSAX PACIpE/IesIeHbl 110 KBaAPATHIHOMY 3aKOHY, YTO XOPOIIO COJIa-
cyeTcsi ¢ TIoJIEM CKOpPOCTel Tura XUMeHIa. BO3HUKAIOIIAas CONPsI>KEHHAasT KpaeBasl 33/1a4a, SIBJISETCs HeJIH-
HEHHOI M 00paTHON OTHOCUTEIHLHO I'PAJUEHTOB JABJIEHUN BJOJbL OCA IMJIUHIPUIECKOrO Kamuuigpa. K
9TOH 3ajade npuMeHeH Tay-meron (Momudukanusa Meroaa [asepkuHa), KOTOPBIH HOKa3a71 BO3MOXKHOCTD
cyliecTBOBaHus JABYX perneHunii. [lokazaHno, 4T0 moJiydeHHbIe pelleHus ¢ yMeHbIllenueM duncia Mapan-
TOHU CXOJSITCSI K PENIeHUsIM 33Ja4u O MOJI3YIEM TedeHnr OMHApPHBIX cMeceil. [lpu permennn momesibHOIM
3a/1a49u IPU MAJIbIX Yrcjaax MapaHroHU yCTaHOBJIEHO, YTO BJIMSHUE ITPUPAIEHUI BHYyTPEHHEH SHEPIrUu
MexK(a3HOI OBEPXHOCTU CYIIECTBEHHO CKA3bIBAETCs] HA JUHAMUKE TEUEHUsI CMECEH B CJIOSIX.

KuaroueBrbie ciioBa: GuHapHasi CMECh, IOBEPXHOCTb Pa3/esia, BHYTPEHHsIS SHEprus, oOpaTHas 3a/1ada,
CPaJIHEeHT JABJIEHNUs], TEIJIOBOE YnCJIO0 MapaHroHu.
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Abstract. For the numerical solution of the Navier-Stokes equations, written in an integral form,
an implicit of finite-volume algorithm is proposed, which is a generalization of previously proposed
differences schemes. Using the integral form of equations allowed to ensure its conservatism, and the
technology of splitting — the economy of the algorithm. The numerical test of the algorithm on the
exact solution, in problems about the viscosity flow in the cavern with a moving lid and the current of
the heated walls of the channel, confirmed the sufficient accuracy of the algorithm and its effectiveness.
The work is presented in the issue of the memory of Prof. Yu. Ya. Belov.
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Introduction

The Navier—Stokes equations of a viscous incompressible fluid are the basic model for solv-
ing various classes of problems in hydromechanics [1,2]. They are nonlinear and their solutions
contain areas of high gradients, boundary layers, separation zones, etc., which imposes addi-
tional difficulties in their study. Therefore, the problem of constructing economical numerical
algorithms for solving the Navier—Stokes equations is still relevant today. Some approaches for
constructing finite-difference and finite-volumes schemes are given, for example, in [3—11]. When
solving multidimensional problems, including those in curvilinear and multiply connected do-
mains, the method of finite volumes [2, 8, 9], based on the approximation of equations in integral
form, may turn out to be more convenient. It has the property of conservatism, the approxima-
tion of the equations in it, is constructed for each cell, the shape of which is easier to adapt to
the boundaries of the region.

The use of explicit schemes in solving the Navier—Stokes equations leads to large expenditures
of computer resources, especially in the multidimensional case, due to strict restrictions on the
ratio of the temporal and spatial steps of the grid. Implicit unfactorized algorithms are also
uneconomical due to the need to invert large matrices (see, for example, [5,11]). An alternative to
this approach is the splitting and factorization methods [3], which make it possible to reduce the
solution of a multidimensional problem to the solution of its one-dimensional analogs or simpler
problems. In [11], a difference scheme was proposed for solving the Navier—Stokes equations for
a viscous incompressible fluid in physical variables "velocity, pressure", based on the method

*kovenya@ict.nsc.ru
(© Siberian Federal University. All rights reserved
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of splitting into physical processes and spatial directions. This made it possible to simplify the
implementation of the algorithm.

Below we generalize it to the finite volume method. The properties of the algorithm in
terms of the accuracy of calculations and the rate of convergence are investigated when finding a
stationary solution by the established method. The algorithm was tested on the solution of the
Poisson flow problem, which has an exact solution, on the problems of fluid flow in a square cavity
with a moving cover and flow in a rectangle with heated walls. The results obtained illustrate
the capabilities of the proposed method and allow us to conclude about its effectiveness.

1. Initial equations. Algorithm for solving
the Navier—Stokes equations

When studying the flows of a viscous incompressible fluid, taking into account the effects
of heat conduction, one usually uses models described by the Navier—Stokes equations of an
incompressible fluid, supplemented by the heat conduction equation. Let us consider them in
gas-dynamic variables "velocity—pressure" in the form of a system of integral conservation laws
in gas-dynamic variables [1]:

Mﬁ/ Udv+j§(Wﬁ)ds:/ Fav, (1)
ot Jy s v
0 S
— | TdV + j{ (Wri)ds = 0, (2)
ot Jyv g

where V' the volume of the computational domain, S its boundary, 77 the external normal to the
boundary area, U, T the vector of the sought functions and temperature, W, W are matrices
composed of columns of flows at the boundaries of the volume, 1 , k the coefficients of viscosity and
thermal conductivity, g the acceleration coeflicient, and F' the force of gravity. The algorithm will
be presented using the example of two-dimensional equations in Cartesian coordinates written
in dimensionless form in the absence of external forces. Then:

p V1 V2 0 000
U= |v|, W= |vi+p—0l vivw-0oi|, F=|0|, M=|0 1 0], (3)
Vo vive — o7 v +p— o3 d 0 0 1
Ov; oT
o= pa;)j, 0? = k%j, W= [vlT — o3 wT — US’] , d=agT, u= const.

Let’s set the grid step 7 = T/N, where N is the number of time steps. U, T the functions
will be set at the nodes 4, of the cell, and the flows W at the boundaries of the cells at the
nodes i £1/2,5 and 4,j +1/2 (Fig. 1).

We introduce the averaging of the sought functions over the elementary volume

1 1 1
Vviyj =w, Ui,j = */ an, Ti,j = */ T&‘w, Fi,j = — / F@w,
and we approximate the integral operators in cells by grid operators by the formulas

a Un+1 o Un 2
o /V Udw~ w————, ]{S(Wsn)ds Q=Y Ap(WnS),

T
m=1
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X, iu

Fig. 1.

where
(1 Sl + U2 SQ

SW = | (v +p—0])S1 + (v1v2 — 0)s2 | |
(viva = 07)S1 + (v +p — 03)S>
A (WS)m = [Sms1/2Wing1 + W) = Spn_1/0(Wo + Wi 21)] /2
is the flows through opposite faces of a cell, m = 1 corresponding to index ¢, m = 2 index j.

We construct an algorithm for solving the system of equations (1), (2), at first for equations (1),
assuming that the temperature value is known. Finite-dimensional scheme with weights

n+1 n 2
M# + % > AWt + BW)Sn = F (4)
m=1
approximates the original equations (1), (3) with order O(7% + h?) for a > 0.5 and at o # 0,
it is nonlinear. Here h = w!/2. Operators ¢!, on the boundaries contain directional derivatives
with respect to x,,, that cannot coincide with the direction of the cell faces, so we introduce
parameterization x; = z;(g;), ¢; = ¢j(z;) where 0 < ¢; < 1. Then:

| 3(11 ; 2
8x] ; ]3(15 T Zl

and in new variables 0§ contain derivatives with respect to normals ¢; and tangents go to the
cell boundaries w. We approximate them at the nodes ¢ +£1/2 or j 4+ 1/2 by symmetric operators

()

, 2
o = Y 2 Apvi, Apr/20 = £(Umt1; — vpn) and linearize the vector W™ with respect to
m=1

L.
U and known values p, 2;,,:

8W” ou™" vttt —un
W"‘H Wi +r-—m"—_ L O(r?) =W" B,—— + ...
ToU o O =WnT R
0 S1 So )
where B,,, = |51 V —tmk 0 s tmk =Y. zfﬁlSkAk, V = v151 + v2 S5 the projection
So 0 V —tomk k=1

of the velocity vector V times the normal to the face area. To construct economical algorithms,
we introduce an operator B,, in which only derivatives with respect to the normals are stored in
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the coefficients t,,, and represent it in the form of a splitting into physical processes:

0 0 0 0 S1 S
Bm = Blm + Bva Blm =10 V- tm 0 ) B2m = Sl 0 0 )
0 0 V—tn Sy 0 0

tm = 12y SmAm

the finite-volume scheme:

n+l n o
6U U _ l TO[ZA

T w w

linear, but approximates the original equations with order O(r + h?). Note that the matrix M
is degenerated, which does not allow standard factorization methods. However, there is a special
splitting of the operator C' in the physical process and spatial directions (see [11]), in which it
can be factorized in the form:

2 2
_ TQ
Cc=C = ) - o = —
+0(r), C=]]U+dAnB},) - (M+d>» A,B3,), d ~
m=1 m=1
Then the scheme of approximate factorization:
Un+1 —-U 1
C—=——Q"+ F" (7)
T w

or it equivalent scheme in fractional steps:

1
= QN FT (T dABY)E P =60 (T4 dBeBR)En 0 =18 ()

2
(M +d Z AmBgm)ﬁnﬂ _ £n+2/3’ Un+1 —U" +7_§n+l

m=1

Where & = (&,&1,&2)7 the residuals of the solution at fractional steps approximate Egs. (1), (2)
with the same order as (6). The values {™ are computed explicitly. At the first (m = 1) and
second (m = 2) fractional steps of the equation scheme

[1+dA(V =t ™% = gm0 = 1, 2)
are solved by scalar sweeps independently for each component of the velocity residual §l"+m/ 3
and &, tm/s &, - At the third fractional step of scheme (8), the system of equations is solved

d[ALS1ET 4 DoSoyt] = & 2/8 eptl = PP g s et

(9)
G =& - dhasg .

Eliminating the velocity components from the continuity equation, we obtain the equation for it

At =, (10)
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2
where A = Ay + Ago, A = A S A Sy f = [ > AmSmfﬁl} /d — §g/d2. The solution to
m=1
the Poisson equation can be obtained by various iterative algorithms [12], for example, by the

iterative approximate factorization scheme
(I — 70A11)(] — T0An2) (€T — &) fmo = AT — f
or an equivalent scheme in fractional steps
(I+70Am)m = AT = f, (I—70l0)n=m, £ =& +mon.

Realized with fractional steps, also by scalar sweeps. The solution is carried out until the
iterations converge, i.e., until the condition A" — f = O(7ph?) is met in all cells. Then, from (9),
the new values of the velocity residuals 5{”‘1 are clearly found. The new values of the functions
U are explicitly calculated from (8) and, if necessary, the calculation process is repeated.

2. Algorithm for solving the heat equation

We approximate the integral operators in (2) by the grid operators

n+1 _ gm
9 / Tdwm~wl — 1"
ot T
f (Wait)ds ~ Z Aml(v1 — ko3)Sy + (vaT — kod)Sa]T

m=1

and, like scheme (7), we consider the finite-volume scheme of approximate factorization

2 n+1 m
[[1+da,, tm)]uz——ZA Wi (11)

m=1

or the equivalent of a scheme in fractional steps

1 2 n+1/2
o= =2 AR, [T+ dA(V —t —¢n
T w > 1 T [ 1( 1) T T (12)
[+ dBo(V = to)lept! = 717, Tt = 1 gt
Here t,, = k(2" S1+25"S2) A, =k Z 28 AT, Wh = [VT—(0351+0355)]. It approximates

the thermal conductivity equation (2), (5) Wlth order O(72+h?) when a = 0.5+O(7) . The values
&7 are calculated explicitly, then the equations are solved at fractional steps by scalar sweeps in
each direction. The new temperature values are calculated explicitly from the last equation in
scheme (12). This completes one step of the calculations and, if necessary, the process continues
to find a solution at subsequent points in time.

3. Examples of numerical calculations

The proposed algorithm was tested on a number of problems. Testing was carried out on
three problems, the numerical solution of which was obtained by different authors and different
numerical algorithms (see, for example, [5, 7-9]). This made it possible to compare and evaluate
the properties of the algorithm. When carrying out numerical calculations, equations (2), (3)
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were reduced to dimensionless form [1]. This led to the appearance in the equations of the di-
mensionless parameters of the Reynolds numbers Re, Rayleigh Ra and Prandtl Pr, respectively:
Re =1/u, Ra = ag, Pr = u/k. Then the characteristic size of length L = 1, speed |v| = 1, and
pressure p = 1 (it is set up to a constant).

In the first problem, the stationary flow of a viscous incompressible fluid in a channel was
investigated in the framework of the Navier Stokes model (1) where F' = 0. Its solution is reduced
to the Poiseuille flow, the exact solution of which is: vo =0, v1 =1 — 23, p =1 — 2ua;.

In the computational domain, a square grid with a number of cells J = I x I was used. The
velocity and pressure vy = 0, v; = 1 — 23, p = 1 were set at the channel inlet, and v; = vy = 0
for the adhesion conditions on the channel walls. At the initial moment of time, constant values
of velocity and pressure were set inside the region. The stationary solution of the problem was
found by the establishment method. The establishment criterion was set in the form:

max [p" ! — p"| < K(tw), K~0.1-1.0

for all interior points. Since the sought functions are specified at the centers of the cells, and the
flows are determined at the boundaries of the cells, the implementation of the algorithm requires
the introduction of near-boundary dummy cells and the specification of functions in them. On
the upper and lower walls of the channel at dummy points, the velocity components are set equal
in magnitude, but opposite in sign, and at the input, their values are set equal to those at the
input. To evaluate the accuracy of the algorithm and to estimate the rate of convergence of the
solution to the stationary one, we performed calculations on grids with different numbers of cells.
Tab. 1 shows estimates of the errors of solutions

Table 1
T h1 = h2 Ap Avl A’Ug
0.1 0.1 0.008817 | 0.009947 | 0.006017

0.05 0.05 0.002204 | 0.002487 | 0.001505
0.025 0.025 | 0.000551 | 0.000622 | 0.000376
0.0125 | 0.0125 | 0.000138 | 0.000155 | 0.000094

As follows from the calculation results, an increase in the number of cells (decrease in grid
steps) by 2 times in each direction leads to a decrease in the error by 4 times, which confirms the
second order of accuracy of the algorithm. The number of iterations before stopping depends
on the initial guess and the number of nodes J. Their typical number is given in Tab. 2 on a
J =80 x 80 grid at various values of the viscosity coefficients p.

Table 2

0 0.01 | 0.025 | 0.001
iterations | 1111 | 2731 | 3652

In the second problem, the fluid flow in a square cavity with a moving cover in the absence
of gravity was studied. No-slip conditions v; = vo = 0 were set on the stationary walls of the
channel. At the initial moment of time v = 0. At ¢ > 0, the lid begins to move at a constant
speed (Fig. 2).

The stationary solution of the problem was found by the establishment method. The calcu-
lations were carried out on a sequence of grids at various values of the Reynolds number Re.

Fig. 3 shows the distribution of the longitudinal and transverse velocity components on
various grids at Re = 3 - 103.
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The convergence of solutions is observed with an increase in the number of grid steps. Its
further refinement practically did not lead to differences in values on the 81 x 81 grid. At numbers
Re > 102, a vortex appears in the cavity, the center of which is shifted to the right, and two
small vortices at the corners of the cavity. With an increase in Re, the angular vortices increase,
their intensity increases, which follows from theoretical estimates and calculations using other
algorithms [11,13-15|. A typical flow pattern is shown in Fig. 4.

Comparison of the results obtained with the calculations in [5,7-9] shows the visual coinci-
dence of the flow fields.

In the third problem, some results of calculations of fluid flows in a closed flat cavity with
heating of one of the sides are presented. The system of Navier—Stokes equations (1) was sup-
plemented by the equation for temperature (2), and a term of the form d = RaT was added to
the equation of motion. At ¢ = 0, the liquid was assumed to be stationary, and the adhesion
conditions were set at the boundaries of the region. On the left and right walls of the region,
T =1 and T = 0 respectively, and on the upper and lower walls, according to a linear law
T =1 — x1. Due to the temperature difference in the region, a rotational motion of the liquid
occurs, its intensity is determined by the numbers Re and Ra. The numerical solution of the
problem was found according to schemes (7), (11) on various grids. The calculations for various
values of the parameters of the problem and comparison with the calculations [13-15] showed the
identity of the solutions obtained. For example, in Fig. 5 streamlines for Ra =1 Re = 3-10?%(a)
and 10%(b) are shown.

A large central region of the circulation flow ("central vortex") and secondary "corner vor-
tices" in the lateral part of the cavity are distinguished. Note the increase in the vortex velocity
with the increase in the Re numbers. A change in the Pr numbers for fixed Re and Ra also leads
to a significant rearrangement of the flow pattern, and a change in the Ra numbers in a wide
range of parameters has little effect on convection, as follows from calculations by other authors
(see [11, 13-15]).
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Fig. 5

Conclusion

The paper proposes a generalization of the finite difference splitting scheme for the numerical
solution of the Navier—Stokes equations of a viscous incompressible fluid to the finite volume
method. It has been tested for solving a number of problems (Poiseuille flows, in a cavity with
a moving cover, and in a square region with heated sides). The performed comparisons in terms
of the accuracy of the algorithm and the rate of convergence when finding a stationary solution
by the establishmed method showed the efficiency of the algorithm and its sufficient accuracy.
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AnroputMm pacmienieHusi B MeToJie KOHEYHbIX 00 beMOB
JJig 9ucJieHHoro pernenus ypaBHeHmniit HaBbe-CToKca Bs3KOi
HECXKNMAEeMO 2KNJIKOCTHU

BukTop M. KoBens
Hanmaap Tappad

HoBocubupckuii rocyapcTBeHHbBIH YHUBEPCUTET
Hosocubupck, Poccniickass ®@eneparust

Awnnoranus. s uuciennoro pemenust ypasuenuit HaBbe—Crokca, 3amicaHHbIX B HHTEIPaIbHOMi Hop-
Me, TIPEJIJIOXKEH HESIBHBIN KOHEUYHO-OOBLEMHBIN aJITOPUTM, SIBJISIFONTUICS 0000IIEHNEM TPeIIOKEHHBIX pa-
Hee PA3HOCHBIX cxeM. Vcrmosmb3oBaHME MHTErPAJHHON (DOPMBI yPABHEHUN MO3BOJIMIO OOECIEYUTH €ro
KOHCEPBATUBHOCTD, & TEXHOJIOI'MH DPACIIEIUICHUsI — SKOHOMHUYHOCTD ajiropurMa. [IpoBejieHa dncieHHast
ampobariusi aJITOPUTMa HA TOYHOM DPEIIeHNN, B 38[a9aX O TEYEHUH XKUJIKOCTH B KaBEPHE C JIBUKYIIEHCsT
KPBIIIKOM U T€YECHUU C TOJOTPEBOM CTEHOK KaHAJIA, TOJATBEP/IUBINAs JOCTATOYHYIO TOYHOCTD AJITOPUTMA
u ero apdekTuBHOCTL. PaboTa npeacrasieHa B BhITYyCK namsTu npodeccopa 0. f1. Besona.

KuarouesBsie ciioBa: ypasuenust Hasbe-CroKca, BSI3KUE TEUEHNUsT, KOHEIHO-OOBEMHBIN METO/, AJITOPUTMBbI
pacIieneHns.
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Abstract. The article is devoted to the study of problems of finding the non-negative coefficient ¢(¢) in
the elliptic equation

wer + a”Au — q(t)u = f(x,t)
(z = (1,...,20) € QCR", ¢t € (0,7), 0 <T < +00, A — operator Laplace on z1, ..., ). These
problems contain the usual boundary conditions and additional condition ( spatial integral overdeter-
mination condition or boundary integral overdetermination condition). The theorems of existence and
uniqueness are proved.

Keywords: elliptic equation, unknown coefficient, spatial integral condition, boundary integral condi-

tion, existence, uniqueness.
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The problems studied in this work belong to the class of nonlinear inverse coefficient problems
for elliptic differential equations.

Various aspects of the theory of linear and nonlinear inverse coefficient problems for differ-
ential equations are well covered in the world literature — see, for example, monographs [1-§],
articles [9-19]. Directly for elliptic equations inverse coefficient problems were studied in [15-19]
(a more detailed bibliography can be found in [17]).

The nonlinear inverse coefficient problems for elliptic equations studied in this work, the
results obtained in it will be essentially differ either in the formulations (in particular, in the
given redefinition conditions), or in the results from the statements and results from the works
of predecessors.

The problems studied in this work have a model form. More general cases and also possible
generalization of the obtained results will be discussed at the end of the article.

*kozhanov@math.nsc.ru
Ttshipina@sfu-kras.ru
© Siberian Federal University. All rights reserved

- 528 —



Alexander I. Kozhanov, Tatyana N. Shipina Inverse Promlems of Finding the Lowest Coefficient . ..

1. Statement of the problems

Let Q be a bounded domain of variables (z1,...,x,) of space R”, T is the boundary of .
We assume that T' is a compact infinitely differentiable manifold. Next, @ is a cylinder Q x (0,7
of finite height T', S =T x (0,7) is the lateral surface of Q. Let f(z,t), uo(z), ui(x), N(z) and
u(t) be given functions defined for x € Q, t € [0,T]; let a be given positive number.

Inverse Problem I: Find functions u(z,t) and q(t) connected in the cylinder @ by the equation

uge + a*Au — q(t)u = f(z,t) (1)

provided that u(x,t) satisfies the conditions

u(z,0) = uo(x), u(zx,T)=ui(x), x€ (2)
u(z,t)]s =0, (3)
N(z)u(x,t)de = p(t), te(0,T). (4)

Q

Inverse Problem II: Find functions u(x,t) and q(t) connected in the cylinder Q by the equa-
tion (1) provided that u(x,t) satisfies (2), (4) and also the condition
ou(zx,t)
v

—0. (5)
S

Inverse Problem ITT: Find functions u(x,t) and q(t) connected in the cylinder Q by the equa-
tion (1) provided that u(x,t) satisfies (2), (5), and also the condition

AN(m)u(at) dsg = pu(t). (6)

In Inverse Problems I and II conditions (2) and (3), (2) and (5) are the conditions of a correct
boundary value problem for second-order differential elliptic equation in a cylinder ), whereas
condition (4) is space-integral overdetermination condition. In Inverse Problem III conditions (2)
and (5) are also the conditions of a correct boundary value problem for second-order differential
elliptic equations, whereas condition (6) is an boundary-integral overdetermination condition.

All constructions and arguments in this paper will be carried out using the Lebesgue spaces
L, and Sobolev spaces Wzl,. The necessary information about the functions from these spaces
can be found in the books [20-22].

The goal of this article is to prove the existence and uniqueness of regular solutions
to the problems under study, that is, of solutions having all the weak derivatives in the sense
of Sobolev involved in the equation.

2. Solvability of the inverse Problems I u II

Perform some auxiliary constructions for Inverse Problem I. Given the function w(z,t), we
define the function ®(t;w): ®(t;w) = a® [ N(z)Aw(z,t) dz.
Q

Put  wo(z,t) = %ul(a:) + %uo(x), fi(z,t) = f(x,t) — a?Avo(z, 1),
fo(t) = /QN(l‘)fl(ﬂf,t) dr, ¢(t) = ﬁ P(t) = oK (t) = fo(t)],
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fa(@,t) = fi(z, 1) + [(t) + ()R (; vo)]vo(z, 1)
Consider the boundary value problem: Find a function v(z,t) that is a solution to equation
vt + a*Av — [p(t) (v + v0) +Y(1)]v = falw,t) + @(t)vo (2, 1) @ (t;v) (1)

and satisfies condition
v(z,0) =v(z, T) =0, z€Q, (2"

and also the condition (3). Using a solution v(z,t) of this boundary value problem we can
establish the solvability of the inverse problem I.
Integro-differential equation (1’) is called loaded equation [23, 24].

n 1
Put ¢y = t = min(t), Ny = 2 3 1e,] dz, No = @ N1T||N||3
ut ¢o 1&)1,3%}]4@( > %o %171%1/)( ), N1 Z;S{[%z +ulmi] T, N2 = 59001 | ||L2(Q)7

n 9N,
Ny — 2 drdt, Ny = 28
? i;foQ ’ YT a1 — Na)

Theorem 2.1. Suppose the fulfillment of conditions

s N = @||N |l 1, 0y (TN 4 @(0, u0) | + [@(0,uy)].

N(z) € Lo(Q),  p(t) € C2([0,T]);  f(w,1) € Lo(0,T; W 3(0) N Lo (0, T L (9)),

uo(x) € WEHQ) NW(Q), wi(z) € WHQ)NWQ), Aug(e) = Au(x) =0 for zeT;

900>0) /(/)0>07 N2<]-7 N5<@7

%0
= d = dx.
p(0) = [ N@yuo(e) e, p(1) = [ M) da
Then the inverse problem I has a solution {u(z,t),q(t)} such that u(z,t) € W3(Q), Au(x,t) €
W3(Q), q(t) € Loo([0,T1), q(t) = 0 fort €[0,T].

Proof. We establish the solvability of the boundary value problem (1), (2), (3) in the space
W2(Q). We use the regularization method and method of cut-off functions.

Let v be a number from the interval (0, %} Define the cut-off function G (§):

& it [ <,
G,(§) = v, if €>7,
-y, i £<—.

Next, let € be a positive number. Consider the boundary value problem: find a function v(x,t)
that is a solution to equation

v+ A0 — [B(8) + ()G (B(t: 0 + v0))o — A% = fo(a, 1) + p(t)uo(a, DB(0)  (11)
in the cylinder Q and satisfies conditions (2') and (3') and also the condition
Av(z,t)|s = 0. (7)

Show that for a fixed number ¢ this problem has a solution belonging to W24 2(Q) Let’s use

the fixed point method.
Let w(z,t) be a function from the space Wy?(Q). Consider the boundary value problem:
find a function v(x,t) that is a solution to equation

vie + 0 Av = [1(t) + p(t) G (D(tw + vo))Jv — eAv = fo(w,1) + p(thvo (2, R(v)  (1L,,)
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in the cylinder Q and satisfies conditions (2'), (3), (7).

This problem is the first boundary value problem for linear loaded quasi-elliptic equation.
Using method of continuation in the parameter (see [25]), it is not difficult to establish its
solvability in the space VV24 -2 (Q).

Let A be a number from the segment [0,1]. Consider the boundary value problem: find a
function v(x,t) that is a solution to equation

vet + a”Av = [(t) + p(H)Go (Dt w + vo))Jv — eA = fo(w,t) + Ap(t)vo(w, )B(tv) (1L,

in the cylinder @ and satisfies conditions (2'), (8) and (7). For A = 0, this problem is solvability
in the space VV24 -2 (Q) (this is not difficult to prove using the classical Galerkin method with the
choice of a special basis [21]). Next, all possible solutions v(x,t) of the boundary value problem
(12, 5), (29, (3), (7) at a fixed e satisfy estimate

£,W,A

2NT 2 "N
(1_ %21 ||N%2(m) /Q(Avt)zdxdt-i— C;Z/Q(szfdfde
i=1

—1—5/ (sz)2 dz dt < Cl/ 13 da dt, (8)
Q Q

with the constant C; defined only by €. In order to prove this estimate we multiply the equation
(1Z,,.,) by the function —A%p and integrate on the cylinder Q. Using ¥(t) + ¢(t)G. (®(t;w +

vp)) = 0 and applying Holder’s and Young’s inequality, and also inequality

/[Av(gc,t)]2 dx < T/ [Avg (2, 1)) da dt

Q Q

we obtain the estimate (8). From estimate (8) and the second main inequality for elliptic operator
(see [21]) it follows that all possible solutions v(x,?) to boundary value problem (1, ), (2),
(3), (7) for a fixed ¢ satisfy the a priori estimate

[vllwaz(g) < Callfalla@ ©)

with the constant Cy defined only by the domain 2, the functions u(t), N(z), ug(z) and uq(x)
and numbers a, T,e. According to the theorem on the method of continuation in a parameter
[25, ch. II1, Sec. 14], solvability of the boundary value problem (1, ), (2'), (3), (7) in Wi2(Q)
and estimate (9) imply that the problem (17 ), (2'), (3), (7) has a solution v(z,?) lying in the
space W52 (Q).

Held arguments signify that the boundary value problem (17 ,,), (2), (3), (7) generates the
operator A, taking the space W;’Z(Q) to itself: A(w) = v. We show that for the operator A, all
the conditions of Schauder’s fixed point theorem are satisfied.

Observe first of all that from the estimate (9) it follows that the operator A takes a closed
ball of radius Ry = Ca|| f2/1, () of space W 2(Q) to itself.

We now show that the operator A will be continuous on a closed ball of radius Ry of the
space Wy (Q).

Let {wp, (z,1)}2_, be a sequence of functions from this ball converging in the space W;(Q)
to the function w(x,t). Let v, (x,t), T(x,t) be images of functions w,,(z,t) and w(x,t) under
action of the operator A. There are equalities

Vit — et + @D v, — ) — e (v, — ) — [P(1)C (B(t103, + v0)) + ()] (v —T) =
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= @(O)[G~ (Dt wm + v0)) = G (2(EW + v0))[T + @(t)vo (2, )Pt v — D), (2,1) € Q,
U (2,0) = 0(2,0) = v (2, T) = 0(z,T) =0, z€Q,

Um(z,t) = T(2,t)|s = Aoy (z,t) — Tz, t))|s = 0.

These equalities mean that the functions v,,(x,t) — v(z,t) are solutions to the first boundary
value problem for the linear quasi-elliptic "loaded" equation (1 ,,). Note that the function G ()
satisfies the Lipschitz condition and B(z,t) € Wy?(Q). Repeating the proof of the estimate (9)
and applying the Holder’s inequality, we get inequality

om = Tllya2(qy < Csllwm —llLa(o) 1o

with constant C3, defined by the functions u(t), N(z), ug(x) and ui(z), as well as the numbers
a, T, and e. From this inequality and from the convergence of the sequence {wy,(z,t)}5°_; in
space W32 (Q) to the function w(x,t) it follows that the sequence {v,,(x,t)}°_, converges in
the same space to the function v(z,¢). This means that the operator A is continuous on a closed
ball of radius Rq of the space W3'*(Q).

We show that the operator A is compact on a closed ball of radius Ry of the space W24 ’Z(Q).

Let {wm(x,t)}5°_; be a family of functions from this ball. Let {v,,(x,t)}°_; be a family
of images of functions wy,(z,t) under the action of the operator A. Boundedness of families
{wn (2,1)}25_, in the space of W3*(Q) and the classical embedding theorems [20-22] imply that
there is a subsequence {wy,, (z,t)}72, strongly convergent in the space L2(Q). Repeating for the
difference vy, (x,t) —vpm, ., (,t) proof of the estimate (10), it is easy to obtain, that the sequence
{vm, (x,1)}32 is the fundamental in the space W5 *(Q). And this means that the operator A is
compact on the ball of radius Ry of the space VV24 ’Q(Q).

So, the operator A takes a ball of radius Ry of the space W24’2(Q) to itself. The operator A
is continuous and compact on this ball. According to Schauder’s theorem, in the indicated ball
there is at least one function v(z,t), for which holds A(v) = v. This function v(z,t) € Wy (Q)
is solution of the boundary value problem (1.), (2'), (3), (7). Show that the solutions v(x,t)
satisfy a priori estimates uniform in .

Consider the equality

_ /Q{vtt + A — [(t) + G()G (@ (80 + vo))Jo — eA 0} A% dar dt =

:—/ ngQdedt—/ o(t)vo(x, t)®(t; v)A?v da dt.
Q Q

Integrating by parts and applying the Cauchy-Bunyakovsky and Young inequalities, we con-
clude that this equality implies the estimate

1/2
(L2 n n

(1N2)/Q(Avt)2 dxdtJrZZ/Q(A%)z dxdth?}/? (Z/Q(Av"”i)z dxdt> .
i=1 1=1

It is easy to show that there are estimates

n 4Nj3 2Nj
) Avy )2 dedt < =23 Av)drdt < ——2 __ — N,
11\/Q( v 7,) d.’l? a4 ) /652( yt) ‘Td a2<1 _NQ) 4
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Summing up the inequalities and also using the second main inequality for elliptic operators,
we obtain that solutions solutionsv(z, t) to the boundary value problem (11), (2), (3), (7) satisfy
the estimates

|®(t;v 4+ vg)| < Ns, (11)

lvllwz o) + 1AvIIwz @) + VeElA vl Luq) < Cu, (12)

with the constant Cy B (12) defined by the functions p(t), N(z), uo(z) u ui(z), and the numbers
anT.

The estimate (12) and the reflexivity of a Hilbert space imply that there exist sequences
{em}S0_1 of positive numbers and {v.,(x,t)}5°_; of solutions to the boundary value prob-
lem (17 ), (2), (3), (7) and also a function v(z,t) such that, as m — oo, the convergences

em — 0, vm(z,t) = v(z,t) strongly in ~ Wi(Q),

emAPvy(z,t) — 0 weakly in  Lo(Q)

hold.
Obviously, the limit function v(z,t) will be a solution to the boundary value problem (1),
(2'), (3), and due to estimate (12) for this solution will be the inclusions v(z,t) € W3(Q),

Av(z,t) € W3(Q).
Let us fix the number «: v = @. Let us define the functions u(z,t) and ¢(t):
%0

u(@,t) = vz, t) +vo(z, 1),  q(t) = P(t) + @)Dt u).

Estimate (11) and the inequality from the condition of the theorem for the number N5 mean that
the equality G, (®(t;u)) = ®(t;u) holds, and that ¢(t) > 0 Vt € [0,T]. Obviously, the functions
u(z,t) and ¢(t) will be related in the cylinder @ by equation (1). Let’s show that for the function
u(x, t) the overdetermination condition (4) will be satisfied.

We multiply equation (1) by the function N(z) and integrate over the domain . Taking
into account the form of the functions ¢(t), ¥(t) , ®(¢;u) and consistency conditions for of the
functions wug(x), we obtain that the function «(t) satisfies the problem

" (t) — q(t)a(t) =0, a(0) = a(T) = 0. (13)

Since ¢(t) > 0, then a(t) = 0. This means that the function u(x, t) satisfies the overdetermination
condition (4). The theorem is proved. |

The study of the solvability of the inverse problem II differs only in insignificant details from
the above study of the solvability of the inverse problem I.
Let

1/2
M= Voo ([ 1) + @) ae) IVl

aTl/Q ) 1/2
Ny = T 2 [ e ) 1l ¢ 200+ (200

Theorem 2.2. Suppose the fulfillment of conditions

N(z) € Wy(Q), u(t) € C*([0,T]);  f(a,t) € La(0,T; W3 (),
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up(z) € WH(Q), wi(z) € WP(Q); @0 >0, >0, Neg<1l, N7< @7

%0
u(0) = /QN(x)uo(ac) de, w(T)= /QN(x)ul(x) dx.
Then inverse problem II has a solution {u(z,t),q(t)} such that u(z,t) e WZ(Q), q(t) € Lo ([0,T]),
q(t) =20 fort e [0,T].
3. Solvability of the inverse Problems III

We introduce the function @1 (t;w): ®1(t;w) = a?® [ N(z)Aw(z,t) ds,, where w(z,t) is some
r

given function.

Introduce the notations Fy(t) = 1IN(ac)f(m, t)dsy, ¥1(t) = () [u" (t) — Fo(t)],

Falw,t) = fi(w,t) + [1 (1) + o(6) @1t vo)Jvo ().
Consider the boundary value problem: Find a function v(z,t) that is a solution to equation
vy + a2 Av — [p() P (0 4 vo) + (D)o = fa(,t) + ©(t)vo(z, t)®: (t;0) (14)
in the cylinder Q and satisfies conditions (2') and (5). A solution v(z,t) to this problem will

provide an opportunity construct the required solution to the inverse problem III.
The function w(x) € W4(Q) satisfies the inequality

/sz(x) ds, < CO/Q [w2(m) +§wg(x)] dx (15)

with a constant ¢y determined only by the domain 2 (see [20, 21]).
Let us specify again that the function vy (z,t) satisfies the inequality

Z/Qvgm(:c,t) dx < ZZ/Q (U, (z) + ui,, (z)] da. (16)

As before, we define the required constants:

n 1/2 9 9

. ~ copg N1 T

dr=minga(r), N = (2 : /Q 7. dwdt) o No= i INlL )
) =1

2
CQ(,OONl 2Ng NgNu
N = — N =
402 0 M T 22Ny TP 1Ny

Nig =

1/2

Ny = \/5(,00/ [(Aug)? + (Au)?] da (NoN?% + NyoNya)* + (/Q (Af;)z da dt) :

Q

N2 1/2
Nis = a2V |2, o (coT) 2 {Nu ; } 11 (05 w0)]| + [B2(0; )]
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Theorem 3.1. Suppose the fulfillment of conditions N(x) € Lo(T), u(t) € C?([0,T));
fla,t) € Ly(0,T; W3(Q),  uo(x) € W(Q),  wua(x) € W3 (Q);

Of(x,t)  O0Aug(x)  OAu(x)
o v v

=0 for zel;

wo > 0, ¢1 >0, Np<l, a2—2N9>0, N1y < %
0

1(0) = /F N(@)uo(z) dz, u(T) = /F N(a)ur () dz.

Then inverse problem III has a solution {u(x,t),q(t)} such that u(z,t) € W2(Q), Au(z,t) €
W3(Q), a(t) € Loo([0,T7), q(t) >0 fort € [0,T]

Proof. Let v be a number from the interval (O, %}, e > 0.

Consider the boundary value problem: Find a function v(xz,t) that is a solution to equation
v+ a2 Av — [P1(t) + ()G (P1 (v + vp))]v — eA%v = ]72(:137 t) + o(t)vg(z, t) @1 (t;0)  (141)
in the cylinder @ and satisfies conditions (2'), (5), and

O(Av)
v

0(A%v)
g o

— 0. (17)
S

Using the fixed point method and the method of continuation in a parameter, it is easy to
show that for a fixed ¢ and for satisfying the conditions of the theorem, this problem has a
solution v(z,t) such that v(z,t) € WF(Q), A%v(x,t) € L2(Q). Let us show that the function
v(z,t) satisfies a priori estimates uniform in e.

Multiply equation (14%) by the function A?v(x,t) and integrate over the cylinder Q. We
obtain the equality

/Q(Avt)2 dxdt+a2iZZ;/Q(Av$i)2 dwdt—i—E/Q (AQv)z dx dt+
" /Q 10 + A0 (160 + v (30 dedt = 3 /Q Fou, v, dodt—

-3 /Q () D1 (t; v) Vg, Avg, da dt. (18)
=1

n
Let us introduce the notation: Iy = [(Av)?dzdt, I =Y [(Avg,)*dzdt.
Q i=1Q
Taking into account the notation introduced above and using the Young’s and Cauchy -

Bunyakovsky’s inequalities it is easy from the equality (18) go to inequality

2 2N T
Lot T < NeIy? 4 1 / B2(t: v) d. (19)
a 0
There is an estimate -
/ ‘I’%(t, ’U) dt < NgIg + NlOII- (20)
0
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Summing up, we obtain a consequence of inequalities (19) u (20):

I+ %212 < NsIy? + NIy + Nyo 1. (21)
Elementary calculations allow us to derive from (21) the estimate
I, < N, (22)
and further, the estimate
I < Nya. (23)

Equality (18) and estimates (22), (23) imply the boundedness of the first term on the left
side of(141):

5/ vZ dx dt < Cs. (24)
Q

Here the constant Cy is determined by the functions f(z,t), ug(z), ui(z), N(z), u(t), numbers
a and T (the exact value of the number Cj is not important).

Multiply equation (14.) by the function A?v(x,t) and integrate over the cylinder Q. We
obtain the equality

- 2 2 2 \2
S [t et [ (%) dears
+;/Q[¢1(t)+Sﬁ(t)Gq(QH(t;fu+v0))](Avmi)2dmdt+5/Q(Asv)2 dpdi —
:/ AJ?2A2vdxdt+/ ‘p(t)q)l(t;U)AUOszdxdt_ (25)
Q Q

An inequality similar to the inequality (18) holds:
/[Avo(x,t)]de < 2/ [(Auwo)? + (Aw)?] da.
Q Q

Using this inequality, Holder’s inequality and estimates (20), (22), (23), we obtain from (25) the
inequality:

1/2

a2/Q (A2)? dzdt < (/Q(A%)Qd:c dt)1/2 [(/Q (AE)Q dz dt) +

1/2
+\/§(p0 </Q [(AUO)Q + (Aul)z} dm> (N9N121 + N10N12)1/2] .

This inequality and again from equality (25) imply the estimates

2
(A%)? dodt < N3, (26)
Q at
A3v)? dz dt Y Av, 2 dedt < s 27
€ Q( ’U) x +Z Q( viEit) xz \?. ( )
1=1

Estimates (22)—(24), (27), estimates for solutions of elliptic equations (see [21]) and also the
reflexivity of a Hilbert space imply that there exist sequences {&,,}5°_; of positive numbers and
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{vm(x,t)}po—; to the boundary value problems (14, ), (2'), (5), (17) and also a function v(x,t)
such that, as m — oo, the convergences

em — 0, Vm(2,t) — v(x,t) weakly in  WE(Q),
Avp,(z,t) — Av(z,t) weakly in - W3 (Q),
Avp(z,t) = Av(z,t) strongly in  Lo(T),
EmA3vy,(x,t) = 0 weakly in Lo (Q)
hold. The limit function v(z,t) satisfies the equation
Ve 4 a2 A0 — [1h1 () + p(8) G (D1t 0 + v0))]v = fala, ) + @(t)vo(x, 1) Dy (¢ v),

and the conditions (2’), (5). The function v(z,t) belongs to W3(Q) and Av(z,t) € W3(Q),
A2%v(z,t) € La(Q), Avg,i(x,t) € La(Q), i = 1,...,n. The following inequalities

1/2
(04 v0)| < [ @1 (t50)] + |81 (t00)] < ||N|L2<m(/<m>2ds) (0 u0)] + [9(0; 1) <
N

1/2

< a?ey? | Nl oy + [D(0; ug)| + |B(0;u1)| <

/Av dx—|—Z/ (Av,,)* dx
/(A’Ut)dedt—FZ/(Avxit)Qdm
Q i=1"@

1/2

< a®(coT) 2N || y(ry + [®(0; uo) |+

N2 1/2
+[@(0;u1)| < GQ(COT)UQHN”Lz(F) [(1123 + le} + |®(0;u0)| + [®(0;u1)| = Nia (28)

hold.
Let v = ﬂ Due to the condition Ni4 < L} it follows from (28) that G (®1(t;v + vp)) =

%0 %0
= @y (t;v 4+ vg). Let us define the functions u(z,t) u q(t):
u(z,t) = v(z,t) +vo(z,t), q(t) =11(t) + ()P (t;u).

Tt is these functions that give the required solution to the inverse problem III (which is shown
as in the proof of Theorem 2.1). The theorem is proved. |

4. Uniqueness of solutions

The following theorems give conditions under which the inverse problems I-III can only have
one solution.

Let Wg, = S v(a,t) : v(z,t) € Wi (Q), VI‘%%&X <fv x,t) d:c) < Ro}.

Theorem 4.1. Let {ui(x,t),q1(t)}, {ua(x,t),q2(t)} be two solutions of the inverse problem I
such that w;i(z,t) € Wg,, ¢(t) € Lo([0, ]) qi(t) = 0 fort € [0,T], i = 1,2. Suppose the
fulfillment of the conditions

N(z) € Lo(), plt) € C2((0,T]), f(2,1) € Loo(0,T; La(2)); 00 >0, 0By *|IN|| 1y < 1.

Then the functions ui(z,t) and us(z,t) coincide almost everywhere in Q, the functions qi(t)
and qa(t) coincide for almost all t from the segment [0,T].
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Proof. The function w(zx,t) = uq(x,t) — ua(z,t) satisfies the following problem
Wy + a®Aw — i (w = p(1)P(t;w)ua,  (,t) € Q;
w(z,0) =w(z,T) =0, =z¢€
w(z,t)|s =0.

We multiply the equation by the function Aw(z,t) and integrate over the cylinder @). Taking
into account the nonnegativity of the function ¢;(¢) and the boundary conditions, applying
Holder’s inequality, we obtain the inequality [(Aw)?dz dt < 0. This inequality implies that the

Q

functions wq(z,t) and us(z,t) coincide almost everywhere in (). But then the functions ¢;(¢) u
¢2(t) coincide for almost of all ¢ from the segment [0, T]. The theorem is proved. o

Theorem 4.2. Let {ui(x,t),q1(t)}, {ua(x,t),q2(t)} be two solutions of the inverse problem II
such that w;i(z,t) € Wgy, ¢:(t) € Loo([0,T]), ¢:(t) = 0 fort € [0,T], i = 1,2. Suppose the
assumptions of Theorem 2.2 are fulfilled. Then the functions wi(x,t) and us(x,t) coincide

almost everywhere in @, the functions q1(t) and g2(t) coincide for almost all t from the segment
[0,T7].

The proof of this theorem is quite similar to the proof of Theorem 4.1.
Let

Wr, = {U(J;,t) s o(x,t) € Wi(Q), Av(x,t) € W%(Q),Vra[mg’%ax (;/Qvi (x,t) daz) < Ro}.

Theorem 4.3. Let {u1(z,t),q1(t)}, {ua(x,t),q2(t)} be two solutions of the inverse problem IIT
such that w;(z,t) € Wg,, ¢i(t) € Lso([0,T)), ¢:(t) = 0 fort € [0,T], i = 1,2. Suppose the
fulfillment of the conditions

N(z) € Lo(T), p(t) € C%([0,T]), f(x,t) € La(Q) N Loo(0,T; Lo(T));

(2 4
f0> 0, olcoRo) [N ey < min (3, 5 )

Then the functions ui(z,t) and uz(z,t) coincide almost everywhere in Q, the functions q1(t)
and g2(t) coincide for almost all t from the segment [0,T].

Proof. The function w(x,t) = uy(x,t) — ug(x,t) satisfies the following problem

wyy + a?Aw — g1 (H)w = ()P (;w)ug, (z,t) € Q; (29)
w(z,0) =w(x,T)=0, =z (30)

ow(x,t)|
v |, 0. (31)

Equalities (29) and (31) imply, in particular, the property

OAw(z,t)
Ov

—0. (32)
S
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Further, using the procedure for approximating the function w(x,t) by smooth functions while
maintaining the property (32), it is easy to show that the equality holds (formally obtained by
multiplying equation (29) by the function A%w and integrating over Q)

/(Awt)2 dxdt+a22/(szi)2 dwdt+/ q(t)(Aw)* dx dt =
Q i=1 7@ Q

:/ p(t) D1 (t; w) (iuggciwai) dx dt. (33)
Q

i=1
We obtain an estimate for the right-hand side of the inequality (33). Using the Cauchy-
Bunyakovsky’s and Hélder’s inequalities, the condition (32) and estimate

2
/(Aw)2 dx dt < T—/(Awt)2 dz dt,
Q 2 Jg

we obtain the inequality

/(Awt)2 dxdtJrazZ/(szi)dedtg
Q i=1 /@

1 3 -
< ZCLQTZWO(CORO)UQ||N||L2(F)/(Awt)2 dxdt+§a2§00(COR0)1/2HN”L2(F)Z/(Awwi)g dx dt.
Q i=17Q

This inequality and the conditions of the theorem imply the identities Awy(z,t) =0, Aw,, =0
for (z,t) € Q, i =1,...,n, and further follows the identity w(x,t) = 0 for (x,t) € Q. The last
identity means that he functions u; (z,¢) and us(x,t) coincide almost everywhere in Q. But then
the functions ¢ (t) u ¢2(t) coincide for almost of all ¢ from the segment [0,7]. The theorem is
proved. O

5. Comments and appendices

1. Let us show that the set of input data of inverse problems I—III, for which all conditions
of the existence and uniqueness theorems are satisfied, is not empty.

Let ug(z) and uy(z) be given nonnegative functions in 2 such that, in addition to the condi-
tions of Theorem 2.1, they satisfy the conditions

Oup(xz)  Ouy(x)
ov v

=0 for xzel, /

Q

uo(x) de = /Q up(z)dx = 1.

Similar functions exist. For example, ug(z) = aglp(x)]™°, ui(x) = aa[p(z)]™, where p(x) is the
distance from the point x € Q to the boundary I', mg > 3, m; > 3. The multipliers o and
are selected so that the required integral equalities hold. Or ug(x) and u;(z) can be finite in Q.

Let N(z) =1, u(t) =1, f(z,t) = folx), fo(z) <0, 2 € Q. Then

P(t) = —/ fo(@)dz = >0, ®(0,u9) = ®(0,u;) = 0.
Q
Obviously, the condition Ny < 1 of Theorem 1 will hold for small numbers T, the number Nj

can also be made arbitrarily small by decreasing the number 7. Hence, for the given functions
f(z,t), ug(x), ur(z), u(t) and N(z) for small T all conditions of the Theorem 1 will be satisfied.
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Condition Ng < 1 of Theorem 2.2 will be be executed if the functions ug(z) and u;(x) or the
measure of the region 2 are small, the condition for the number N; will be run automatically.

The non-emptiness of the set of input data for which all conditions of Theorem 2.2 are satisfied
is also easy to show. Take as ug(x), u1(z), N(z) and p(t) are identically constant functions, f(x,t)
is negative function in Q. Condition Ng < 1 of Theorem 2.2 will be be executed if the functions
uo(x) and wy(z) or the measure of the domain Q are small, the condition for the number Ny
6yner will be run automatically.

Conditions of Theorem 3 are satisfied for small numbers T, if the functions ug(z), ui(x),
N(x) and pu(t) are identically constant functions, f(z,t) > 0, (t,r) € Q and overdetermination
conditions hold.

Obviously, the conditions of the uniqueness theorems (Theorems 4.1-4.3) will obviously be
satisfied for small numbers Ry.

2. Inverse problems I-IIT can also be studied for equations that are more general than (1).
Thus, the Laplace operator can be replaced an arbitrary second-order elliptic operator with
variable coeflicients, into the equation (1) low-order terms with first-order derivatives can be
added. The essence of the results obtained is a more general form of the equation (1) will not
change, but the number of calculations will increase.

3. If the conditions of existence theorems are satisfied, then for solutions u(z,t) of inverse
problems I, II, or III it is easy to establish estimates for quantities defining the sets Wg, or WRO.
The constants in these estimates will be determined by the input data. Using further conditions
of the respective theorems of uniqueness, it will be easy to obtain theorems that give both the
existence and the uniqueness of solutions to inverse problems I, II, or III.

4. Conditions (3) or (5) in inverse problems I, IT, or IIT can be inhomogeneous. Assuming that
there are continuations of the given boundary data into the cylinder ) and using the technique
of proving Theorems 2.1-2.2, Theorem 3.1, it will be possible to obtain the solvability of the
inverse problems with nonzero boundary data.

The work is supported by the Russian Foundation basic research (grant 18-01-00620).
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OOpaTHbIe 3a/1a91 BOCCTAHOBJIEHUS MJIA/ IIIIETO
KOo3dPuIiimeHTa B JJINNTUIECKOM YPABHEHUN

Anekcanap . KoxkaHoB

WNucruryr maremaruku nm. C.JI. CoboseBa
Hosocubupck, Poccuniickast @eneparust
Hosocubupckuit ['ocynapcrBennbiii Y HuBepcuTer
Hosocubupck, Poccuniickast @enepariust

Tarbgauna H. ITInnuaa
Cubupckuit derepalibHbIl YHIBEPCUTET
Kpacnosipck, Poccuiickas @eneparnus

Abstract. Uzyvaercs pa3spemmMocTh 06paTHBIX 33/]a9 BOCCTAHOBJIEHNS HEOTPUIATEIBHOT0 Koadbduim-
enTa ¢(t) B 3/UIMOTUYECKOM ypaBHEHUU

up 4 a” Au — q(t)u = f(z,1)

(z = (z1,...,20n) € Q C R, t € (0,7), 0 < T < 400, A — oneparop Jlammaca, aeicTByomuit
10 TIEPEeMEHHBIM T1, ..., Tn). BMECTE C eCTeCTBEeHHBIMH sl SJLUTNTHICCKUX yPABHEHUN TPAHUYHBIMU
YCIOBUSIME B M3ydYaeMbIX 3aJ[adaX 3a/al0T TaKyKe OJHO U3 JOIMOJHUTENLHBIX YCJIOBUH — Jmbo ycaoBue
IIPOCTPAHCTBEHHOI'O MHTErPajbHOTO HepeonpeieeHus, 00 e yCJIoBHe I'PAHUYHOIO HHTErPaJbHOTO
nepeonpeeseHns. JJOKa3bIBAIOTCS TEOPEMBI CyIIECTBOBAHNS U €IUHCTBEHHOCTH DPelIeHNmi.

KuroueBbie ciioBa: 3/ TUNITHYECKIE YPABHEHUs], HEU3BECTHBIN KO3 (DUIUEHT, TPOCTPAHTCBEHHOE WH-
TerpaJjibHOE IIepeolipeieieHne, TPAHUYHOEe UHTErPAJIbHOE IIepeollpe/iesieHre, CyIeCTBOBaHNE, €JINHCTBEH-
HOCTb.
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