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Abstract. We consider a mathematical model which describes a frictional contact between an elastic
body and a foundation. We prove the existence of a unique weak solution to the problem. Then, we
study the continuous dependence of the solution with respect to the data. Finally, we address an optimal
control problem for which we prove the existence of at least one solution.

Keywords: weak solution, Coulomb’s friction, continuous dependence, lower semicontinuity, optimal
control.
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Introduction

Contact problems abound in industry and everyday life. For this reason, the modelling,
numerical analysis and computer simulations of such problems has been extensively studied in
engineering and mathematical literature. See for instance [6,9,12-14].

Variational inequalities are a powerful mathematical tool to represent various nonlinear
boundary value problems and mathematical models arising in Contact Mechanics. Their theory
was developed based on arguments of monotonicity and convexity, including properties of the
subdifferential of a convex function. References in the field are [1,3,4,7,8,10], for instance.

The optimal control theory in the study of mathematical models of contact is quite limited.
The difficulties are generated by the strong nonlinearities which arise in the boundary condi-
tions included in such models, also by some features like non-convexity and non-differentiability.
Results on optimal control for various contact problems could be found in [2,5,11,16].

In this paper, we consider a mathematical model which describes the contact between an
elastic body and a foundation. We assume that the foundation is made of a rigid-plastic material
of yield limit £. The body is acted upon by body forces of density ¢, and by tractions of density
(5, which act on a part of its boundary. The variational formulation of the model is in a form
of an elliptic variational inequality in which the unknown is the displacement field and the data
are the densities of applied forces (¢, ¢5), the yield limit £ and the friction bound Fj.

The paper is structured as follows. In Section 1 we introduce some notation and preliminaries.
In Section 2 we state the contact model, then we list the assumptions on the data and derive
its variational formulation. Also, we state and prove the unique weak solvability of the problem,
Theorem 2.1. Section 3 is dedicated to a convergence result, Theorem 3.1, which establishes the
continuous dependence of the solution with respect to the densities of applied forces, the yield
limit of the foundation and the friction bound. In Section 4 we state an optimal control problem
and we prove its solvability, Theorem 4.2.

*abenraouda@usthb.dz
(© Siberian Federal University. All rights reserved
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1. Preliminaries

In this section, we introduce the notation and some preliminaries materials we shall use. We
use the notation R for the set of non-negative real numbers, S¢ for the space of second order
symmetric tensors on R? (d = 1,2,3) and the zero element of the spaces R? and S¢ will be
denoted by 0. The inner products and the corresponding norms on these spaces are defined by

UV =uv; ||v||:(v~v)% Vau,v € RY

o-T =0yTij ||T||=(T-T)% Vo, eS?
where the indices ¢ and j run between 1 and d and, unless stated otherwise, the summation
convention over repeated indices is adopted.

Let Q C R? be a bounded domain with a smooth boundary dQ = I' and let I';, I'; and I's
be a partition of I' into three measurable disjoints parts such that meas(I'y) > 0. We use the
notation & = (z;) for the generic point in QUTI" and note that, in order to simplify the notation,
we usually do not indicate explicitly the dependence of various functions on the spatial variable x.
Moreover, an index that follows a comma represents the partial derivative with respect to the
corresponding component of the spatial variable . Also, we denote by v = (v;) the outward
unit normal at I'.

Everywhere in this paper, we use the standard notation for Sobolev and Lebesgue spaces of
real-valued functions defined on 2 and I'. In particular, we use the spaces

H = L*(Q)? Hy,= L*(Ty)¢, L*(T3)¢, L*(T)¢ and H'(Q)?,

endowed with their canonical inner products and associated norms. Moreover, we recall that for
a function v € H(Q)? we still write v for the trace yv € L?(T')? of v on the boundary T'. Let

V={veHQ)?: v=0 ae. on I},
Q={0o=(0i): 0ij =05 € L*(Q),1<4,j <d},

which are real Hilbert spaces endowed with the canonical inner products given by

o = [ etw e(wds,  (@.r)o= [ ordn

The associated norms on these spaces are denoted by | - ||y and || - ||g, respectively. Here and
below, € and Div will represent the deformation and the divergence operators, respectively, i.e.,

e(u) = (g45(u)), ei(v) = %(Um‘ +uji), Dive = (0i),

where the quantity e(u) represents the linearised strain tensor associated with the displace-
ment u.

Let 0y, denote the zero element of Hy and Oy the zero element of V. For any element v € V
we denote by v, and v, its normal and tangential components on I' given by v, = v - v and
v; = v — v,v. Moreover, for a regular function o : Q — S¢ we denote by ¢, and o, its normal
and tangential components on I', that is 0, = (ov) - v and o, = ov — o,v and, we recall that
the following Green’s formula holds:

/a'-e(v)dx—i-/Diva-vd;v:/au-vda Ve HY(Q)L (1.1)

Q Q r

Also, recall that there exists a positive constant ¢, depending on 2 and I'y, such that
||’U||L2(F)d < ctr||v||v VYoveV. (1.2)

Inequality (1.2) represents a consequence of the Sobolev trace theorem.

We end this section with the following result.
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Theorem 1.1. Let X be a real Hilbert space and assume that K is a nonempty closed convex
subset of X, A: X — X is a strongly monotone Lipschitz continuous operator and j : X — R is
a convex lower semicontinuous function. Then, for each f € X there exists a unique solution to
the variational inequality

ue K, (Au,v—u)x +jv)—ju) = (f,v—u)x VveK. (1.3)

Theorem 1.1 will be used in Section 2 to prove the unique weak solvability of our mathematical
model of contact. Its proof could be found in [14].

2. Problem statement and variational formulation

The physical setting of the problem is the following. We consider a body made of an elastic
material which occupies a bounded domain Q C R? with a smooth boundary 9Q = I, divided
into three measurable disjoint parts I'y, I's and I's such that meas (I'y) > 0. The body is fixed
on I'y, it is acted by given body forces of density ¢,. Also, we assume that surface tractions of
density 5 act on I'y, and the body is in contact with an obstacle on I's.

The classical formulation of the contact problem is as follows.

Problem P. Find a displacement field w : Q — R? and a stress field o : Q — S* such that

o =CEe(u) in Q, (2.1)

Dive + ¢, =0 in  Q (2.2)

u=0 on Iy, (2.3)

oV =, on T, (2.4)
0 if u,<0

—-£<0,<0, —0,= on I'g, (2.5)
& if u, >0

lo.|| < Fy, —0,=F ﬁ if w,#£0 on T (2.6)

We now provide a description of the equations and boundary conditions in Problem P. First,
equation (2.1) represents the elastic constitutive law of the material. We assume that the non-
linear elasticity operator £ satisfies the following conditions

(a) £:Q xS — s,
(b) There exists Lg > 0 such that
1E(z,e1) — E(x, €2)]| < Leller — 2|
Ve, eo € Sd, a.e. x € (.
(c) There exists mg > 0 such that
(E(x,e1) — E(m,€2)) - (61 — €2) = Mg |le1 — 2|
Ve, ep €89, ae. x €.
(d) The mapping & — £(x, €) is measurable on €2,
for any € € S%.
(e) The mapping x — £(x,0) belongs to Q.

(2.7)

Concrete examples of operators £ which satisfy condition (2.7) can be found, for example,
in [14,17].
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Equation (2.2) is the equation of equilibrium. Conditions (2.3), (2.4) represent the displace-
ment and traction boundary conditions, respectively. We assume that the densities of body forces
and tractions are such that

%o € H7 (28)
Yy € Hs. (29)

Next, (2.5) represent the contact condition in which o, denotes the normal stress and wu,, is
the normal displacement. Moreover, the function £ satisfies

£ L*T3), &x)=0 ae xcls. (2.10)

We now provide some comments on this condition. It is described by the multivalued relation
between the normal displacement and the opposite of the normal stress. This condition was
already used in [15], where a detailed description was provided, together with some mechanical
interpretation. It models the contact with a foundation made of a rigid-plastic material. Indeed,
this condition shows that the foundation behaves like a rigid body as far as the inequality |o,| < &
holds, where the function £ could be interpreted as the yield limit of the the foundation. It could
allow penetration only when the equality |o,| = £ holds. In this case, the yield limit £ is reached
and the foundation offers no additional resistance to penetration.

Finally, (2.6) represents the contact with Coulomb’s friction law where F}, is a given friction
bound. We assume that

Fy e L*(I'3), Fy(x)>0 ae xcTls. (2.11)

In this section, we derive the variational formulation of Problem P and, to this end, we
assume in what follows that (u,o) are sufficiently regular functions which satisfy (2.1)—(2.6).
Let v € V. We use Green’s formula (1.1), then we split the surface integral over 'y, T’y and I's
and use equalities (2.2), (2.4) to obtain that

~('u—u)da+/ ov - (v—u)da.

(0,6(v) — £())@ = (90,0 — W) + (93,0 — W), + / ov [

'
Moreover, using this equality
ov-(v—u)=o0,(v, —u,)+0o, (v, —u;) ae on T,
and the condition (2.3), we obtain that
(0, 6(0) — e(W))g = (90,0 — Wit + (2,0 — Wity +
+/ o, (v, —uy,)da +/ o, (v, —u;)da. (2.12)
s T's

We use standard arguments and the hypothesis (2.10) to see that the contact condition (2.5)
implies that

/ oy(vy, —uy)da > E(uf —v)) da, (2.13)
F3 FB

where 7t denotes the positive part of r, i.e., 7T = max{r,0}. In addition, it is easy to see that
the condition (2.6) yields

/ UT(vT—uT)da>/ Fy(llus] — o) da. (2.14)
I's s

— 154 —



Ahlem Benraouda Optimal Control for an Elastic Frictional Contact Problem

Next, we combine (2.12)—(2.14), then we use the constitutive law (2.1) to see that

(Ee(u),e(v) —e(u))q + g E(vy — Uf)dcﬂ-/r Fy([lor || = llur|) da >
= (LPOaU*u)H+(<P27v7u)H2' (215)

Now, we introduce the operator A : V — V and the function j : V' — R defined by

(Au,v)y = / Ee(u) -e(v)de Yu,vev, (2.16)
Q
j(v)=[| ¢&vfda +/ Fyllvs]|da VYwveV. (2.17)
I's Iy

Using these definitions and inequality (2.15), we find the following variational formulation of
Problem P.

Problem Py. Find a displacement field w € V' such that

(Au,v —u)y +j(v) — j(u) >
2 ((PO,’U*’U,)H+(L,02,’U*'U,)H2 Vo eV (218)

We have the following existence and uniqueness result.
Theorem 2.1. Assume that (2.7)—(2.11) hold. Then, Problem Py has a unique solution u € V.

Proof. We apply Theorem 1.1 with K = X = V. To this end, we use the definition (2.16) and
assumption (2.7)(c) to see that

(Au — Av,u —v)y > mg ||u— |3 Vu,veV. (2.19)
On the other hand, using assumption (2.7)(b), we obtain that
|[Au — Av|ly < Lg ||lu — v||v Vu,vel. (2.20)

We conclude from (2.19) and (2.20) that A is a strongly monotone Lipschitz continuous operator
on the space V.

Moreover, using (2.10)—(2.11) and (1.2), we see that the functional j defined by (2.17) is a
seminorm on V' and, in addition, it satisfies

7) < ez ws) + 1 Fbll2@)llvllvy - Vo eV

It follows that j is a continuous seminorm and, therefore, it is a convex and lower semicontinuous
function on V. Finally, using the Riesz representation theorem, we define f € V as follows

(fav)V = (900,’0)]—[ + (LPQaU)Hg YvelV.

Theorem 2.1 now is a direct consequence of Theorem 1.1. U

3. A continuous dependence result

In this section, we study the dependence of the solution u of Problem Py with respect to
the data g, ¢s, £ and F,. To this end, we assume in what follows that (2.7)—(2.11) hold, and
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we consider a perturbation ¢, , ¢,, &, and Iy, of ¢, s, £ and Fj, respectively, which satisfy
(2.8)—(2.11). For each n > 0, we introduce the functional j, : V' — R defined by

(o) = g,,vjda+/ Fyllvslda  VweV, (3.1)
I3 I's

and, we consider the following variational problem.

Problem Py.. Find a displacement field w, € V such that
(Aup, v —up)v + jn(v) = Jy(uy) 2 (Poy, v — uy)m + (P2, v —Up)g, YVEV. (3.2)

It follows from Theorem 2.1 that, for each n > 0, Problem PJ’ has a unique solution u, € V.
The behaviour of the solution u,, as 7 — 0 is given in the following result.

Theorem 3.1. Assume that (2.7)~(2.11) hold and, moreover, assume

Poy o in H as n—0, (3.3)
$Poy =Py in Hy as n—0, (3.4)
& — ¢ in L*T3) as n—0. (3.5)
Fyy = F, in L*(T3) as n—0. (3.6)

Then, the following convergence holds
u, »u in V as n—0. (3.7

The proof of Theorem 3.1 will be carried out in two steps. First, we provide the following
weak convergence result.

Lemma 3.2. The sequence {u,} converges weakly in V to u, t.e.,
u, ~u inV as n—0. (3.8)
Proof. Let n > 0. We take v = Oy in (3.2) to obtain

(Aun - AOVaun)V +jn(un) < (Soonaun)H + (902777 un)Hz - (AOVaun)V-
Next, using assumption (2.19), the positivity of the functional j and the inequality (1.2), we
deduce that

unllv < — o,z + ctrllpay 7, + [[AOV ) <

1
meg
max(1, ¢i;-)
< ———([lpoglz + llayll . + [[AOV [lv).
me

The convergences (3.3) and (3.4) imply that the sequences {(, } and {¢,,} are bounded in H
and Hs, respectively. Therefore, we deduce that there exists M > 0, which does not depend on
7, such that

[y v < M. (3.9)

Now, we combine (3.9) with a standard compactness argument to see that there exists u € V
such that, passing to a subsequence, still denoted {u,}, we have

u, —~u inV as n—0. (3.10)
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We establish the equality
u=u. (3.11)
Let n > 0. We take v =u € V in (3.2) to obtain that
(Auy, uy — )y < (‘Pom Uy — Uy + (902?7’ Uy — W), + Jn(@) — Jy(uy).
Next, we pass to the upper limit as 7 — 0 in this inequality and taking into account the
convergences (3.3)—(3.6), (3.10) and the compactness of the trace operator, we deduce that

lim sup (Au,, u, — )y < 0.
n—0

Therefore, assumptions (2.19)—(2.20) and the convergence (3.10) yield
limi(r)lf (Auy,u, —v)y = (Au,u —v)y YvelV. (3.12)

n—

On the other hand, we pass to the upper limit in (3.2) and we use again the convergences
(3.3)-(3.6), (3.10) and the compactness of the trace operator to obtain that

limsgp (Auy,uy —v)v < (pp,u —v)m + (P2, 0 — V), + j(v) — j(u) VoeV.
n—

We combine now this inequality and (3.12) to see that
(Au,v —u)y +j(v) —j@) = (¢y,v —w)u + (P, v — )y, YV EV. (3.13)

Next, we take v = w in (3.13) and v = @ in (2.18), then, adding the resulting inequalities and
using assumption (2.19), we obtain that the equality (3.11) holds.

A carefully examination of the proof of Lemma 3.2 shows that any weakly convergent subse-
quence of the sequence {u,} C V converges weakly to u € V, where, w is the unique solution of
(2.18). Moreover, the bound (3.9) shows that the sequence {u,} is bounded in V' and, therefore,
Lemma 3.2 is a consequence of a standard compactness argument. (I

We proceed with the following strong convergence result.
Lemma 3.3. The sequence {u,} converges strongly in'V to u, i.e.,
u, »>u in V as n—0. (3.14)
Proof. Let n > 0. We take v = u in (3.2) to obtain that
(Aup, uy —w)y < (Poys Uy — Wb + (P, Uy — W), + Jin(w) — Jy(uy).
Next, we use this inequality and assumption (2.19) to see that

me |luy —ully < (Auy — Au,uy) —u)y =
= (Auy, u, —u)y — (Au, u,;, —u)y <

< (('100777 Uy — u)H + (()0217) Uy — u)HQ +j77(u) - jn(u’n) - (Au7un - U)V-

We now pass to the limit as 7 — 0 and we use (3.3)—(3.6), (3.8) and the compactness of the trace
operator. As a result we deduce that

lw, —ul[y =0 as n—0,
which concludes the proof. (Il
We are now in position to present the proof of Theorem 3.1.
Proof. The convergence (3.7) is a consequence of Lemma 3.2. O

The convergence result (3.7) is important from mechanical point of view, since it shows that
the weak solution of the elastic contact problem (2.1)—(2.6) depends continuously on the densities
of applied forces, the yield limit and the friction bound.
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4. The optimal control problem

In this section, we formulate an optimal control problem associate to Problem Py . To this
end, we assume that conditions (2.7)—(2.11) hold and, in order to control the solution of Problem
Py by the density of surface tractions ¢,, we assume that ¢y, £ and Fj are given and satisfy
(2.8), (2.10), (2.11), respectively. Let ¢ € V and 4, v > 0 be two positive constants and let us
define the cost functional £ : Hs x V' — R by

Llpy,u) =0 |u—dllv +7lpallm,  V(ps,u) € Ha x V. (4.1)

Using standard arguments it is easy to see that £ is a convex lower semicontinuous functional on
Hy xV and, therefore, it is weakly lower semicontinuous. Also, we define the following admissible
set
Vad = { (g, 1) € Hy x V, such that (2.18) holds }. (4.2)
We formulate now the following optimal control problem.

Problem O. Find (@3, u*) € Vyq such that

Lps,u*)= min  L(py,u).
(p3,u") () eV (P2, u)

An element (@3, u*) is called an optimal pair and the corresponding surface traction force ¢}
is called an optimal control. The mechanical interpretation of Problem O is the following : we
are looking for a given surface traction force ¢, € Hjy such that the displacement u € V' given
by (2.18) is as close as possible to the “desired displacement" ¢. Furthermore, this choice has to
fulfil a minimum expenditure condition which is taken into account by the second term in the
definition (4.1).

Our result in this section is the following.

Theorem 4.1. Assume that (2.7)~(2.8) and (2.10)—(2.11) hold. Then, there exists at least one
solution (¢35, u*) € Vaq of Problem O.

The proof of Theorem 4.1 will be carried out in two steps, that we present in what follows.
We start by considering the following functional J : Hy — R defined by

J(pa) =0 llulpz) = @llv + el Vepp € Ha, (4.3)
where u = u(g,) is the solution of (2.18). Next, we consider the following optimization problem.

Problem O;. Find @5 € Ho such that

J(p3) = A J(p2)- (4.4)

We have the following existence result.

Lemma 4.2. There exists at least one solution @5 € Hy of Problem O;.

Proof. Let
0= inf J €R, 4.5
othy, 7 (#2) (4.5)
and let {¢,,} C Hs such that
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We prove that the sequence {5, } is bounded in Hs. Arguing by contradiction, assume that
{2, } is not bounded in Hy. Then, we pass to a subsequence, still denoted {¢,,}, to see that

lponllr, = +oo in Hy as n— +oo. (4.7)

Using the definition (4.3) and the positivity of the parameters § and « to see that

J(pan) = 0 [[ulp2,) = Dllv + v lleanllm. = 7 020l

then, passing to the limit as n — +o0 and using (4.7) we deduce that

We combine this equality with (4.6) to see that §# = 400 which is a contradiction with (4.5) and,
therefore, we conclude that the sequence {¢,,, } is bounded in Hs. Thus, a standard compactness
argument implies that there exists ¢35 € Hs such that, passing to a subsequence, still denoted

{90271}7 we have
@Yo, — @5 In Hy as n— 4oo. (4.8)

In addition, using the convergence (4.8) and the continuous dependence result given by The-
ore 3.1, we have that
u(py,) > u(ps) in V. o as n— +oo. (4.9)

We now use (4.8) and (4.9) to see that

lim |u(p,,) — @llv = llules) = 9llv,

n—-+oo

lim inf oy [z, > [z .,

which imply that

o S "
liminf J(py,) > J(2)- (4.10)
It follows from (4.6) and (4.10) that
0> J(e3). (4.11)
On the other hand, (4.5) implies that
0 < J(0h). (4.12)
Finally, we combine (4.11) and (4.12) to see that (4.4) holds, which concludes the proof. O

We proceed with the following existence result.
Lemma 4.3. There exists at least one solution (@5, u*) € Voq of Problem O.

Proof. We note that
(g, u) € Vyg < 4 € Hy and u = u(p,) is the solution of (2.18). (4.13)
The definitions (4.1) and (4.3) imply that

J(p3) = L(p2, u(ep,)) Ve, € Hs.

Let 3 € Hy be a solution of Problem O; and u* = u(p3) be the solution of (2.18) with the
data ¢, = 3. Then, by using (4.13) we deduce that

(3 u") € Vaa. (4.14)
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Moreover, we have that

L(ps,u") = J(p3) < J(p2) = L(p2; 1)

for all (¢4, ) € Vaq. Combining this inequality with (4.14), we deduce that (@3, u*) is a solution
of Problem O, which concludes the proof. O

We are now in position to present the proof of Theorem 4.1.

Proof. Theorem 4.1 is a direct consequence of Lemma 4.3. O
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OnruMaybHOEe yIIpaBJIeHHEe JJIs 3aJia4i YIIPYToro
(GPUKIIMOHHOIO KOHTAKTA

Axnem Benpayna
YHuBepcuTer HayKu U TexHojoruil Xyapu Bymeabena
Ba6-933yap, Amxup

Amnnoranus. PaccmarpuBaercst MmaremMaTryeckast MOJIENb, OMUCHIBAIONIAs (PPUKIUOHHBIN KOHTAKT YIIPY-
roro tesa ¢ pyumamenToM. JlokazaHOo CyniecTBOBaHNE eIMHCTBEHHOTO CJIab0T0 pertenns 3aaaan. 3yaa-
ecs HeIIpepbhIBHAS 3aBUCHMOCTD PEIIeHUs] OT JAHHBIX. HakoHer, MbI pacCMaTpUBAEM 33129y ONTUMAJIb-
HOI'O YIIPABJIEHUsI, JIJI KOTOPOI JIOKA3bIBAEM CYIIECTBOBAHUE XOTsI ObI OTHOTO PEIEHMUSI.

KuroueBrbie ciioBa: ciiaboe pelneHne, KyJIOHOBCKOE TPEHWE, HEIPEPBIBHAsT 3aBUCHMOCTD, IOJIYHEpe-

PBIBHOCTH CHU3Y, OIITUMAaJIbHOE YIIpaBJICHUE.
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Abstract. A new construction of dual band HTSC power limiter is proposed. The device consists of
two microstrip bandpass filters. Each filter consists of two quarter-wave resonators which couple through
a composite half-wave resonator with HTSC-element. The prototype of the device in the open mode
has operation passband of about 10% and 11% with central frequency being equal to 1.48 GHz and 2.03
GHz, the minimum loss in the passband is equal 1.9 dB and 1.7 dB for LF-channel and HF-channel
correspondingly. The transfer characteristics of the device were investigated in the case of microwave
power level up to 3.15 W.
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Each receiving radio system must contain a device to protect against powerful radio pulses
(power limiter). This device protects the active element of the radio receiver (transistor or
amplifier) from an external radio pulse, whose power is critical for the active element. Power
limiter has two operating modes. When the input signal has low power device works in open
mode. In this mode, the device has low loss and a signal passes through it with small loss.
The second mode is the closed one. In this mode, the high-power signal is limited to a safe
level. Semiconductor protection devices are the most widespread [1]. However, they have some
disadvantages. For example, their switching speed is not high enough. Devices based on cyclotron
resonance have excellent characteristics [2]. But they require a magnetic field to operate, resulting
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in significant dimensions and weight. In a scientific literature there are described protection
devices based on an ability of a high-temperature superconductor (HTSC) to transit from a
superconducting state to a normal state when microwave current passes through HTSC. The
time of this transition does not exceed (< 10712 s) [3]. Usually HTSC power limiter contains
transmission line matched to the tract [3,4]. The operating principle of this type of limiter is to
absorb input power in close mode. This can lead to evaporation of a thin layer of HT'SC material.
In [5-8] the new class of power limiters based on HTSC, in which power limitation occurs due
to reflection is presented. Such a device contains three microstrip resonators. The configuration
of the outer resonators and the distance between them are chosen in such a way that there is
no electromagnetic coupling between the resonators. It occurs due to mutual compensation of
inductive and capacitive interactions between outer resonators at the resonant frequencies. The
center resonator provides coupling between the outer resonators. This resonator is composite.
It contains an insert made of a HTSC-element. In the open mode, the device is a three pole
bandpass filter that has low insertion loss. In the closed state, the HT'SC-element switches to
the normal state and the quality factor of the center resonator drops. As a result, limitation of
input power is observed due to strong reflection.

Currently, receivers operating in two operating frequency bands are widespread. They are
included in navigation satellite systems, for example, GLONASS, GPS, BeiDou and others. It
is obvious that the use of broadband (non-selective) power limiter located at the input of such
two-band receiving systems leads to their incorrect operation. When a powerful radio signal
falls to an input of such a system at the frequency of one of the operating bands, the power
limiter switches to closed mode in both frequency ranges. Of course, for a correct operation such
two-band systems, the power limiter must be selective and operates in two working frequency
bands that coincide with the operating bands of the entire receiving system.

The two-band HTSC power limiters are known [9]. Such a device consists of two bandpass
microstrip filters and two circulators. The resonators in the filters are entirely made from HTSC
material. These types of devices are complex because of they consist of two different devices.
Circulators lead to an increase in size of the total device. In addition, as studies have shown,
the threshold of power limitation (the input power level at which the device switches to limiting
mode) is very high.

Our paper presents a design of dual-band HTSC power limiter. The device has two op-
erating frequency bands: a low-frequency channel (LF-channel) and a high-frequency channel
(HF-channel). ILe., in open mode the device operates as a dual-band filter and each channel
filter has three resonators. The outer resonators are quarter-wave, and the center resonator is
composite. A HTSC-element is located in the middle part of the center resonator.

The device under consideration (Fig. 1) consists of two feeding microstrip line 3, between
which there are two bandpass filters (LF-channel filter and a HF-channel filter). Constructions
of each channel are identical. The resonators forming the LF-channel have the larger sizes, than
the resonators forming the HF-channel. Each channel filter consists of three resonators. The
resonators forming the channel filter have the same resonant frequencies. The outer resonators
4 are quarter-wave and short-circuited to the ground. Conductors of these resonators are made
of copper. The center resonator is half-wave, it consists of microstrip conductors 5, 6, 7 and
HTSC-element 8, which is placed in middle part of the center resonator. The HTSC-element has
the dumbbell form. The copper foils 9 are used to provide galvanic contact between conductors
7 and wide parts of HTSC-element on which a thin silver layers (0.15 um) were deposited.
HTSC-element is fulfilled on a separate substrate 10.

The overall dimensions of the additional strip conductor 77 and gap between them and the
outer resonators, are chosen in such a way, that in the absence of the HTSC-element the outer
resonators are tuned so that the inductive and capacitive couplings are mutually compensated.
As a result, total coupling coefficient is equal to zero and the outer resonators do not interact
with each other, and damping pole is observed at passband frequencies. In this case, the incident
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Input

Output

Fig. 1. Left: design of the dual band HTSC power limiter. Right: conductor’s pattern and
structure parameters of the designed and fabricated device

power is reflected from the input of device. As is known, for a pair of such resonators at any gaps,
the inductive interaction always prevails the capacitive one. At the same time these interactions
have the opposite sign. Moreover, with increase the spacing between such resonators, capacitive
interaction decreases faster than inductive one. In order to the damping pole appears at passband
frequencies, it is necessary that the capacitive and inductive interactions are equal modulo. This
requires to increase the capacitive interaction of the outer resonators, therefore an element 171 is
inset. This additional capacitive interaction is very weak and does not affect the characteristics
of the power limiter in the open mode. In the case, when the device is in the closed mode, and
the HTSC-element has low conductivity, an additional capacitive interaction compensates the
inductive one provided by the middle resonator. As a result, the device limits microwave power.

Using the topology of the dual band HTSC power limiter shown in Fig. 1, a prototype device
was manufactured. The following design parameters for LF-channel were obtained: [y = 5.8 mm,
S1 = 0.21 mm, S5 = 0.28 mm, S3 = 0.45 mm, ly; = 8.6 mm, [z = 1.7 mm the conductor 5 have
next sizes 6.8x1.6 2, the conductor 6 — 2.2x0.4 mm?, the conductor 7 — 3.9x0.4 mm?, the
dimension of outer resonators is 17.6x 1.0 mm?. The following design parameters for HF-channel
were obtained: [; = 4.91 mm, S; = 0.21 mm, S = 0.32 mm, S3 = 0.31 mm, l;; = 2.1 mm,
lgo = 8.52 mm the conductor 5 have next sizes 4.0x1.6 mm?, the conductor 6 — 0.7x0.4 mm?,
the conductor 7 — 4.0x0.4 mm?, the conductor 7 — 3.9x0.4 mm?, the dimension of outer
resonators is 12.8x1.0 mm?. The sizes of the feeding microstrip line 3 were l,; = 1.7 mm,
leo = 28 mm, w, = 0.5 mm. Wide and narrow parts of the HTSC-element were 1.0x0.6 mm?
and 0.9x0.2 mm?, respectively. The YBaCuO HTSC film having thickness 150 nm was deposited
on the NdGaOj3 0.5 mm substrate. The surface resistance of the film in the normal state was
10 ©/0O0. The HTSC films were produced by technology described elsewhere [10]. The device was
cooled with liquid nitrogen. The alumina substrate with a thickness of 0.5 mm (¢ = 10.8).
Note that the inner dimensions of the device housing are 16.7x32.0x6.0 mm?.

Bandwidth passband of each channels of the power limiter is defined by electromagnetic
coupling between central and outer resonators. This coupling depends on the gap S3 between
the outer resonators, and the inner composite resonator. To increase bandwidth of device the
gap S3 must be reduced. Value of gap S; were chosen from the condition of the maximum return
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losses in the passband to be 15 dB.

In Fig. 2 left the frequency response of the simulated and developed prototype of the de-
vice are shown for both cases: superconducting state of the HTSC-element at liquid nitrogen
temperature — 1; and normal state of the HT'SC-element at room temperature — 2. The blue
curves are the results of 3D electromagnetic simulation, and the red curves show the measured
results. The experimental data were obtained with vector network analyzer R&S ZVA 40.
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Fig. 2. Left: frequency response of the dual band HTSC power limiter in cases when the
HTSC-element is in the superconducting (1) and normal state (2). The blue curves present
for results of electromagnetic simulation; the red curves are experimental data. Right: fre-
quency response of the electromagnetic simulation dual band HTSC power limiter for a case
when HTSC-element is absent in the LP-channel. The solid curve is insertion loss; the dashed
curve is return loss

It can be seen (Fig. 2) that when the HTSC-element is in the superconducting state, power
limiter’s fractional width of passbands is about 10% and 11% with central frequency being equal
to 1.48 GHz and 2.03 GHz, the minimum loss in the passbands is equal 1.9 dB and 1.7 dB
for LF-channel and HF-channel correspondingly. The return loss inside the pass band in this
case is less than —15 dB. In the close mode when HTSC-elements pass into the normal state the
transmission coefficient decreases by about 28 dB and 26 dB at the operating frequencies, return
loss is equal [S11| = 1 dB in this case. It means that power of a signal in working bands will
be attenuated approximately in four hundred times. At the same time this power limiting is
caused by reflection of power. Comparison of the frequency responses obtained by means of 3D
electromagnetic simulation and the measured results shows quite good agreement.

Fig. 2 right shows the frequency response of the 3D electromagnetic simulation of dual
band HTSC power limiter for a case when HTSC-element is absent in the LP-channel and the
HF-channel is in open mode. As we can see damping pole is located at working frequency band
of LP-channel. Meanwhile at frequencies HF-channel the passband exists. This means that in
the operating frequency band of the LF-channel, the input power is limited, and a significant
part of this power is reflected from the input of the device. At the operating frequencies of the
HF-channel, the signal passes through device with minimal attenuation.

In Fig. 3 a distribution of microwave current in HT'SC power limiter at a central frequency
of the HF-channel (2.03 GHz) is shown for two cases: HTSC-element is in superconducting state
(left) and in is normal state (right). As we can see, the antinode of microwave current and
therefore H-field is located in central part of HT'SC-element for open mode. When device is in
the closed mode microwave current in an element is practically absent and as a result signal
doesn’t pass through the device. This is due to the conductivity of HT'SC-element in this state is
too small and quality factor of the central resonator is very small. As a result, coupling between
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60
40
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Fig. 3. Distribution of microwave current in HT'SC power limiter at a central frequency of the
HF-channel (2.03 GHz) for two cases: device in open mode (left) and device in close mode (right)

outer resonators through the center resonator is broken. In this situation the microwave power
limitation occurs. The similar situation is observed for LF-channel too.

To determine the value of microwave power switching limiter into the closed mode, it is neces-
sary to carry out measurements its transfer characteristic (Fig. 4). For this purpose, microwave
generator R&S SMA100B, power amplifier R&S BBA150 and spectrum analyzer R&S FSW were
used. The measurements were carried out at the temperature of liquid nitrogen, at the central
frequency of LH-channel (1.48 GHz) and HF-channel (2.03 GHz). In the linear regime the device
demonstrates around 1.8 dB insertion loss in both channel. When the input power reaches a
critical level P;,=13.5 dBm (22.4 mW) drop in P,,; occurs. The leakage power found to be
7.15 dBm (5.18 mW) and 9.4 dBm (8.7 mW) at the input power about 35 dBm (3.16 W) for
LF-channel and HF-channel correspondingly. It means that limitation equals 26 dB in this case.
These data are in good agreement with results of the measured device frequency response (see
Fig. 2 left).
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Fig. 4. Left — transfer characteristics of the fabricated device. Right — loss of power limiter
versus input power. Blue curves are the results of LF-channel, red curves are the results of
HF-channel
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A new structure of microwave dual-band HTSC power limiter is presented. The device

consists of two microstrip bandpass filters which have two quarter-wave resonators and the third
composite one with HTSC-element. The prototype of the device has operation passbands being
about 10% and 11% with central frequency being equal to 1.48 GHz and 2.03 GHz, the minimum
loss in the passband is equal 1.9 dB and 1.7 dB for LF-channel and HF-channel correspondingly.
The transfer characteristics of the device were investigated with microwave power level up to
3.15 W at the central frequencies of LF-channel and HF-channel.
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BTCII orpannanTeb MOITHOCTH C AByMd pabodmmu
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Awnnoranus. [lpennoxena moBast kouctpyknuss BTCII orparmanTesnss MOITHOCTH ¢ AByMsI PabOIMMU
nonocamu. OrpaHUIUTENb COAEPKUT JBa MUKPOIIOJIOCKOBBIX MTOJOCHO-IIPOITyCKAONMX (puiIbTpa. Kaxk-

JBlit GUIILTP cOC

TOUT U3 JBYX Y€TBEPTHLBOJ/JIHOBBIX PE30HATOPOB, KOTOPBIE CBA3aHbI ME2KJ1Y CcobOIA qepe3

COCTABHOM TOJTyBOJTHOBBIN PE30HATOP, COAECPIKAINMIA TIJIEHKY M3 BHICOKOTEMIIEPATYPHOTO CBEPXITPOBO/THU-
ka. MakeT ycTpoiicTBa B OTKPBITOM DPEXKHMME€ MMEET IIMPHUHBI pabounx noJoc nporyckaaus 10% u 11%
¢ nenTpaiababiMu gactotamu 1.48 I'T'ip u 2.03 I'T'. Munumaabable BHOCUMBIE TTOTepu coctaBuin 1.9 nb
u 1.7 1b ma HY- u BU-kananos coorBercTBeHHO. llepemaTounbie XapaKTEPUCTUKH YCTPOUCTBA ObLIN

uccJjie10BaHbl 10

yposasi CBY-momuoctn 3.15 Br.

Kuarouessbie cioBa: orpanmuntesns momaoctu, CBY, BTCII, MmukpomosiockoBasi CTpyKTypa.
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Introduction

Let Z%, denote the set of vectors with integer non-negative coordinates, and let ¢(z), () :
Z%, — C be functions with integer arguments, where C is the set of complex numbers. For
power series,

D(z) = Z o(x)z" and ¥(z) = Z P(x)z”®

ergo mEZgO

the Hadamard composition of these power series is defined as

H(z) =) wla)p(z)=". (1)

n
z€Z>O

For n = 1, the Hadamard theorem on multiplication of singularities states that the singular
points of the composition H(z) are given by the products of the singular points of the functions
® and ¥ (see [1]), and the main tool for investigation is the integral representation, in which the
composition is expressed in terms of ® and ¥. Note that if ®(z) and ¥(z) are rational functions,
direct calculation of the integral shows that the composition is also a rational function. However,
for n > 1, this is no longer the case.

1 k ko)! 1 x
Example 1. ®(z129)=——= > @ /fl 52, U(z120) = —— = > 2h2k,
1-— Z1 — 22 (k1,k2)€Z2>0 k‘l'kQ' 1-— Z1%22 k=0

(2k)!(z o) = 1
1=z _\/1—42’122'

then H(z122) = io:

*elyaynartas@sfu-kras.ru
Teleinartas@sfu-kras.ru
(© Siberian Federal University. All rights reserved
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We are interested in the question of the classes of rational functions whose Hadamard com-
position is a rational function (see, for example, [2]).

This paper considers the case when the coefficients of the series ®(z) and ¥(z) satisfy systems
of polynomial difference equations with constant coefficients. The main role here is played by
the multidimensional analogue of the fundamental theorem of difference equations with constant
coefficients [3].

Moreover, from the point of view of enumerative combinatorial analysis, the question of
the system of difference equations satisfied by the product of the coefficients ¢(x)y(x) of the
Hadamard composition of the series ®(z) and ¥(z) is of interest.

We provide the necessary definitions and notations and formulate the main results.

Let ; be the shift operator with respect to the variable x;

(5Jf(l’) = (5jf($[}1, e ,xn) = f(l‘l, e ’xj-i-lv' .. ,xn),
5= (01,...,0,), 0% =606, o € Z.

n 9

Consider a polynomial difference operator with constant coefficients of the form
QW) = Y cad™, (2)
o<a<d

where ¢, € C are some constants, and the notation o > § for multi-indices o = (a1,..., ),
B =(p1,--.,5B,) means that o; > 5;, j=1,2,...,n.
The characteristic polynomial for the difference equation

QUO)f(x) =0, x € Z5, (3)

is defined as the polynomial

3 cadt = Q(2), (4)

0<a<d

where z = (21,...,2,) €C", 2 =2 -+ 2% Cy =1, Cy #0.
The zeros of the polynomial @) are called characteristic roots, and the set

V={2eC":Q(z) =0}

of all these zeros of @) is called the characteristic set of the equation (3).
Let us consider a set of polynomials @ = (Q1, ..., Q) of the form

Qi(2) = Z cgzdto‘, i=1,2,...,n, (5)
0<a<d;
where d* are vectors from Z%,. We assume that cf = 1, ¢}, # 0.
We denote by Vi the set of zeros of the system of equations:
Q1(2)=Q2(2)=...=Qn(z) =0, (6)

which we will call the characteristic system.
In this paper, we will consider systems of difference equations of the form (3), which satisfy
the following conditions:

*) the characteristic set Vg is discrete and the characteristic roots do not lie on coordinate
Q
planes;
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(**) the roots a € Vg of the characteristic system (6) satisfy the following properties: there
exists do = (d1,0s- -+, dn,a) € ZY such that:

0°Q;
a%(a)zOfor O0<a<d,— 1 i=1,...,n, (7)
z

0%aQ;(2)

Ay, (2) = det|| ——3—|| #0. (8)
077" .-

In formula (8), the indices { and i take values 1,2,...,n.

For d, =1 = (1,...,1), these conditions are equivalent to the point z = a being a simple

root of the characteristic system of equations (6).
We state the main result of this paper.

Theorem. Let A(z) = (A1(2),...,An(2)) and B(z) = (B1(2),...,Bn(2)) be two sets of polyno-
mials and
A(0)p(z) =0 and B(6)(x) =0, v € Z% (9)

be the corresponding systems of polynomial difference equations. If the roots of the character-
istic systems V4 and Vp are discrete, do not lie on coordinate planes, and the characteristic
polynomials A(z) and B(z) satisfy conditions (7) and (8), then:

1) The generating function of the product o(x)w(x) of solutions to the system (9) of difference
equations is rational.

2) If the characteristic Toots of the systems of difference equations (9) are simple, then there
exists a set of polynomial difference operators R(0) = (R1(6),...,Rn(0)) such that the
product @(x)(x) satisfies the system of recurrence equations

R;(0)[e(x)Y(z)] =0, j=1,2,...,n.

The proof and an example

The main role in proving part 1) of the theorem is played by the multidimensional version
of the fundamental theorem of difference equations with constant coefficients. We state this
theorem (cf. [3]).

Theorem. Let the polynomial vector Q(z) = (Q1(2),...,Qn(2)) have the form Q;(z) =
= Y 2% and satisfy the conditions (*), (**), (7), and (8).

0<a<di
For a function f(z) = f(x1,...,2,) = C, the following conditions are equivalent:
(i) The generating series for f(x) is a rational function of the form

P =Y S0 =)

diy?
— )
>0 31(] TGHE)

where
(I — ’Y(j)z)d(.i) = (]_ — f)/(j)le)d(j)wl (]_ — fy(j)7222)d(j)12 . (1 — f}/(j),nzn)d(j)'n,
b;j(z) are some polynomials of the form ) bl 2%, and Y(j) are the roots of the charac-

0<O¢<d(j)
teristic system (6).

- 171 —



Evgeny D. Leinartas. .. Difference Equations and Hadamard Composition . ..

(i) For any x € Z%, the function f(z) satisfies the system of recurrence equations

S At f@)=0,i=1,2,...n (10)
0<a<di

whose characteristic roots satisfy the conditions (7) and (8).

(iii) The function f(x) has the form of an exponential polynomial

@)= PN, (11)
j=1
where ;) = 78),1 - ~’yaTS7n and Pj(zx) are polynomials of the form 3 P,Ej)mk.

0<k<d )

The proof of part 2 of the theorem is based on an algorithm for constructing a system of
polynomial equations given the roots (see [4]), in the case where these roots are simple. The
main element of the algorithm in [4] is the following proposition.

Proposition 1. Let E = {aD}N |, where a®¥) = (agi), .. .,agf)) e C" and E;, i = 1,2, is the set
of zeros of the system of polynomial equations
DN 5 —
P (2)=0,7=1,2,...,n,

where Pl(l) = Pz(2) for 1 <l <r <mn, and the polynomials Pl(l) and Pl(z) have no common zeros.
Let

(1) .

P_] (Z)? 1 < J <,
41(2) = { PV ()P (=), i=n

PP () + PV ()PP (2), r<j<n,

coincides with the set B4 U Es.

Proof of Theorem. vy = (V)15 -+ +»V(i)n) € Va and vy = (V)15 - - - V()m) € Vi are the roots
of the characteristic systems A;(z) = --- = A,(z) and By(2) = - -+ = B,(z), respectively. Condi-
tions (*) and (**) of the theorem are satisfied, therefore we can use the implication (%) = (4i%)
of the multivariate version of the fundamental theorem of the theory of difference equations. For
solutions ¢(x) and () of the difference equations systems, we obtain

ol@) = Y pia), (12)

G(@) =D (@), (13)
T _ A1 Tn xr __ ,,T1 Tp
where 7 =G 1 Vi VG = Vg Ydn®
The polynomials p;(z) and ¢;(z) have the form

pj(x): Z aar®, qz(‘r): Z baz®,

o0<a<d 0<ass
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while the vectors d(;) and s(;) are determined by conditions (7) and (8).
Multiplying the exponential representations (12) and (13) for ¢(z) and ¢ (z), we obtain

h(z) = e(z))(x) = ij(m)v@) Z qi(z)vly) = ij 2) (V) - v,

where (vf, OB (7,)) (YG)1 V() ds -+ VG V(i)m)-
Thus h(x) has an exponential representation, and due to the implication (iii) = (i), we
obtain that the generating function H(z) for the product ¢(z) - ¥(z) has the form

1) = Y o

(I = 5ve)he

where (I — *y(j)y(i))dw') =(1- fy(lj)‘7lu(i)71)d<ij>1 ceee (1= 7(]-)7n1/(i)7n)d<ij>n, b;j(z) are some poly-
nomials of the form > b 2.
0<a<d@ #s®
To prove the second part of the theorem, we will use the fact that the roots of the characteristic
systems for the difference equations A(d)p(z) = 0 and B(d)y(x) = 0 are simple. In this case,

the exponential representations for ¢(z) and ¥ (z) have the form
Zpﬂ ) and ¥(z) Zqz Yy

where p;, ¢; are constants, and the exponential representation for the product ¢(z) - ¢ (x) has
the form gp(x) ( ) ZPJQZ( YG) - V(z))

This means that the dlfference equations system for the product ¢(z) - ¥ (z) (if it exists) has
simple roots.
Using method from [4], we construct a system of polynomial equations

Rip(2)=0,k=1,2,...,n

whose roots are the numbers {v(;)v/(;)}. For polynomial difference operators Ry (d), we have the
formula:

Rie(6)((v) - v))™) = (vghvi)* Ris(vigyvy) = 0
for z € Z% . From the multivariate version of the fundamental theorem of the theory of difference
equations, by the equivalence of (ii) ~ (4i7), it follows that h(z) = p(x)¥(z) is a solution of the
difference equations system
Rip(2)=0, k=1,2,...,n.

Example 2. Let us consider two difference equations systems

p(zr+1,22) — @(x1,22) =0 (1,1) is the root,
p(x1, 22+ 1) — p(21,22) =0

(a,a?),(—a,a®) are roots.

1/’(361 + 27.172) — a2¢($1,x2) =0
Y(xy, 29 + 1) — azw(xl,x2) =0

The difference equations system for the product h(xy,z2) = @(x1,x2) - Y(x1, 22) has the form

{hm +2,22) — a*h(z1,22) = 0 (a,0?), (=a,a?).

h(zy, 29 +1) — a®h(z1,22) =0
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This is a very simple example, it can be complicated.

plrr+1,22) = Mp(a1,22) =0 (A1, A2) is the root,
o(x1,29 + 1) — Aop(z1,22) =0

(a,b),(—a,b) are roots.

(w1 +2,29) — a*P(a1,22) = 0
Y1, 22 +1) — bp(z1,22) =0

As a result, the system of difference equations for the product h(xy, x2) = ¢(x1,x2) (21, 22)
has the form

h($1 + 27.’172) — h(l’l,xz + 1) — ()\% 2 )\Qb)h(.’lﬁl,mg) =0
h(l‘l,l‘z + 1) - )\Qbh(l‘l,l‘g) =0

Another example:

)

h(xl + 2,1’2) — Ah($171'2 + ].) — ()\% 2_ A)\Qb)h(l’l,l'g) =0
h(ml,.’liz + 1) — )\gbh(acl, xg) =0

where A is an arbitrary constant, characteristic roots for the system of difference equations

()\1@, )\2b), (—)\10/, b)
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Awnnoranusi. [IpuBemeHbl JocTaTOYHBIE YCTIOBUST HA KOI(M@MUIMEHTHI BYX KPATHBIX CTENIEHHBIX PSIIOB,
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HEHWi, KOTOPOU YIOBJIETBOPSIIOT KOI(DDUIMEHTHI KOMIIO3UIIH.

KuaroueBrbie ciioBa: cHCTEMBI MOJUHOMUAIBHBIX JIMTHEHHBIX YPABHEHUI C MOCTOSTHHBIMEU KO3 uiimen-

TaMU, KpaTHbIE CTEIeHHbIE PsiJibl, KOMIIO3uIMs Amamapa.
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Introduction

The class of hypergeometric functions (HG-functions) of several variables is of considerable
interest. It continues to be a subject of great attention [1]. On the other hand, there is the
theory of analytical complexity, which is oriented to the study of questions about representability
of functions of several variables with the help of superpositions of functions of lesser number of
variables. In particular, the questions of representability of functions of two variables with the
help of functions of one variable [2]. In the context of this theory, the simplest functions of two
variables are the functions of complexity one (the functions of one variable have complexity zero).
These are analytic functions of variables (z,y), which can be locally represented as z(z,y) =
c(a(x) + b(y)) (a, b, ¢ are nonconstant analytic functions of one variable). These functions are
of special interest. First, they are the functions, which have the stabilizer of the maximal
dimension in the gauge group (the dimension is equal to three) [3]. Second, if we consider z(z,y)
as a function of a 3-web on the plane, then such web is equivalent to the hexagonal web if and
only if z has the specified form [4].

The set of all such functions is, except for the functions of one variable, the set of analytic
functions, which is the set of the solutions of a differential polynomial of order three. This
polynomial is exactly the numerator of the following differential fraction: (In(z/ z’y))gy, i.e., the
defining condition for the functions of complexity one has the form:

d1(2) = 22 (22 — ) + (2l = P2 =0, 4z, #0. ()

Note that the class of functions of complexity one includes all four arithmetic operations. If we
remove the inequality, which excludes the functions of one variable, we obtain CI' = {d;(z) = 0},
which is the class of the functions of complexity not greater than one.

*vkb@strogino.ru  https://orcid.org/0000-0001-8253-0758
(© Siberian Federal University. All rights reserved
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We think that the theory of hypergeometric functions of several (in particular, of two) vari-
ables differs qualitatively from the theory of hypergeometric functions of one variable by the
fact that the class of hypergeometric functions of several variables is in a sense too large and
the problem of the choice of a narrower class of the most interesting HG-functions arise. Which
HG-functions are the most interesting? No doubt it is possible to give different answers to this
question. For the functions of two variables we offer the following answer:

Good HG -functions are the HG -functions of complexity one.

We interpret a HG-function of two variables (Examples 1-7) as, following [1], a solution of a Horn
system. To define the Horn system for functions of the variables (z,y), we need four polynomials
P,Q,R,S in two variables. Let X = x %7 Y =y 8% be the homogeneous partial differential
operators. Then the Horn system corresponding to the given four polynomials is the system of
two linear differential equations with nonconstant coefficients with respect to the function z(x, y)
of the form

G,z=(zP(X,Y)-Q(X,Y))z=0,
G,z = (y R(X,Y) - S(X,)) =0, @)

What is the set of all solutions of complexity one of this system? The aim of this paper
is to give the explicit description of the solutions of complexity one for a series of examples of
systems of the form (2). Almost all examples are from [1]. With the growth of degrees of the
defining equations and the number of free parameters the problem of the explicit description of
the space of solutions quickly becomes computationally difficult even for polynomials of degree
not greater than two. However, one can hope that the consideration of these examples will allow
to formulate questions for the further study (some of them are given at the end of the paper).

In the theory of HG-functions there is an established approach, which suggests that an im-
portant characteristic of the Horn system is its holonomicity. The holonomicity of the system, in
particular, guarantees the finite-dimensionality of the space of solutions. In our considerations
we do not require holonomicity.

Since the Horn system is a system of linear differential equations, the set of its solutions
is a linear space. Equation (1) is not linear. From the geometric point of view, the set of its
solutions is an infinite-dimensional cone. In fact, the transformation (z(z,y) — A z(z,y)) maps
the solutions to solutions. Hence, we can understand our question as the question about the
construction of the intersection of the cone and a linear subspace.

Further we will need the following simple observation. Let two nonconstant functions a(x)
and b(y) are given. For the existence of a function ¢(t) for the function w(z,y), such that in a
neighbourhood of a generic point there is a local representation of the form w = c(a(x) + b(y)),
it is necessary and sufficient that

1 0 1 0
Ve = (a3~ 5 39) @) =° ¥

The concrete computations were performed using Maple.

1. A set of examples
Example 1. Let

P=2* Q=qz+qy, R=y* S=si2+sy, qgsis2#0.
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Then the system (2) for z = c¢(a(z)+b(y)) takes the form (low indexes are orders of derivatives)

3

2 3 2
G,z =1xa1°co + x°a2c1 + x°a1¢1 — q1xcia; — qayciby =0,

Gyz= y3b1262 + y3b201 — s1xcia) + y2b101 — soyc1by = 0.

We can express the ratio cy/c; from first equation and from second equation. We get two
relations: the first is the equality of the both expressions, the second is the result of action of
operator V on each of them. Thus,

e; = x3y3a12b2 — x3y3a2b12 —z%a3s) + x3y2a12b1 — acgya12b132 —
2 3 2 3 2 4; 3
—z°y a1b1” + 2y°a1bi"q1 +y"bi7qe = 0,
_ b 4 9 2b 4 b 3 _ b 2 _ 2b _
€2 = —a3a101T" + 20270128 + a2a1012” — a2a10127q1 — G1702TYq2

—2asb1*wyge + a1?b12” — 2a1%b1xqr — a1’b1wge — 3aibi*yge = 0.

The expressions e and ey are linear wrt by. The coefficients of by are not idenitcally zero. It is
possible to express by from e; = 0 and from e; = 0. We get two relations: the first is the equality
of the both expressions, the second is the result of the action of operator /9, on each of them.
Thus,

es = 2%yarazby — 22%%ax’by — 2°yParasby + 2'yParasbigr +

+3 232 a9b1% g — —aty?ai by + 2taqest + 22%90% a2y +

aPyar*bigess + 42%yParbi®qo — ayParb*qiae — y'hiPe® = 0,

ey = a3a1b12x4y3 -2 a22b12:174y3 + asar®z®s; — a2a1b12x3y3 + a2a1b12x2y3q1 +

+2 a2b13xy4q2 +atzts) — a12b12x2y3 + 2a12b12xy3q1 + 3a1b13y4q2 =0.

The expressions e3 and ey are quadratic wrt by. The necessary condition for solvability is the
equality to zero of the resultant of e3 and e4 with respect to b;. This resultant has the form

11,11, 4 2
T Yy a1 qz 817“(3379,&1,&2,&3),

hence, r = 0. And r is the polynomial of degree four with respect to y. The coefficient in r of
y* is equal to

—2%a1°qos9% (zag + a1) (2xas + 3a1)2 .

Thus, it is enough to consider two cases:
the first is (2zaz +3a1) = 0, and second is (zaz +a;) = 0. We can solve these differential
equations. In the first case we get a; = k/x/? and in the second case we get a; = k/x. If
we substitute the first solution in 7, we can see that the equation » = 0 is impossible. If we
substitute the second solution in r, we have
 KBg2®s1 (q152 — q251)

27

T =

And we see that » = 0 iff (g1,¢2) = A (s1,82), A # 0. We can substitute a; = k/z in e3 = 0 and
we have yb1q2 + k¢1 = 0. In such case we have a(z) + b(y) = k In(z) — k 4 In(y) + const and
a2

z = c(y/z®), where oo = ga/q1 = s2/s1. Then we can substitute such z in G, z = Gz = 0 and
we get:
d'(t)t+ c(t) =0, hence ¢(t) = A In(¢) + . Thus, we have
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Proposition 1 The solutions of the Horn system of complexity one (i.e. of the kind z = c¢(a(x)+
b(y)), a,b,c are nonconstant) for Erample 1 exist iff g2/q1 = s2/s1 = «. In this case the
solutions have the form

z:AmQ%)+m a0, \#0.

Example 2. Let
P=x+1, Q=1 R=y+1, S=1.

Then the system (2) for z = c¢(a(x) + b(y)) takes the form
Gz =xayc; + xco — o =0, Gyz= y2brey + yeg — co = 0.

Then we have

ci__x—l__y—l_l
co  x2ar  y*by N
Thus,
z—1)A —1)A
al:_%’ bl:_%'
x Yy

If we substitute this expressions in G; = 0 and G, = 0, we get
—(z—1)(Ae1 —co) =—(y—1)(Aerw — o) =0.
Hence c(t) = exp(—t/\) and z = pu (zy exp(1/z + 1/y))~ .
Proposition 2. The solutions of the Horn system of complexity one for Example 2 have the

form z = p(xy exp(l/x + 1/y))~L.

Example 3. Let
P=1 Q=(xz-1) R=1, S=(yw-1).

If z = c(a(z) + b(y)) we have
Gy z=—zcia1 +zcop+co =0, Gyz=—ycibi +yco+co=0.
After elimination of ¢ we obtain
—zary + ybrx — xay + yby =0, asx? + asx+a; =0

Hence

a(x):%—k)\ln(x)—kln(a), b(y):)\ln(y)—kg—kln(ﬁ), A #£0.

Then we get the equation for the function c. When we solve this equation, we obtain the following
proposition.

Proposition 3. The solutions of the Horn system of complezity one for Example 3 have the
form
z=paye™TV 40

Example 4. Let
P=z?y+1, Q=1 R=y+1, S=1.

For z = ¢(a(z) 4+ b(y)) we have

Gpz= mgya12b103 + x3ya2blcg + nyalblcg + xcog —cog =0,

Gyz= y2biey + yeg — co = 0.

- 178 —



Valerii K. Beloshapka On Hypergeometric Functions of Two Variables of Complexity One

From the second equation we get ¢; = (—boy? — yby + bay + 2b1) co. After differentiation of this
equation with respect to x we obtain such expressions for ¢ and c3. After the substitution of
these expressions in G,z = 0 we get:

1 = 23ytash, — 22y%a1? — 2232 a0kt + 22ytarby + xy5b12 + 32%y%a1? +
+x3a2y261 — 2$2y3a1b1 — y5b12 — 3m3ya12 + x2a1y261 + 23012 =0.

From V(c1/co) = 0 we get e = —boy? —yby +boy+2b; = 0. After differentiation of [ with respect
to y we obtain:

(l); = 23ytasbs + 423y asby — 223y asbs + 2%y aibs + 2 2y°biby — 323y%a,? —
—6 x3a2y2b1 + z3a2y2b2 + 4x2y3a1b1 — 2x2y3a1b2 + 5:cy4b12 — 2y5b1b2 +

3, 2 3 a2 2 2 9 g o432 o 3 2 2 _
+6 z°ya1“ + 2x°asyby — 6 x°a1y“by + xa1y“bs — Hy~by 3z°a1° + 2z%a1yby = 0.

The resultant of (I); and e with respect to by equals

r =32y asby — 32%y%a1? — 6 23y asby + 3x%ytarby + 3xy5b12 +92%y%a:% +
+323a9y%b, — 6 2%y3a1b, — xy4612 — 3y5612 —92%ya,? + 3x%a1y%b; +
+y4b12 +32%a,2 =0.

The resultant of r; and [ with respect to by equals
ro = 2%%a (y = 1)° (z - 1)* = 0.

But r5 is not equal to zero identically. Thus, we have:

Proposition 4. The solutions of the Horn system of complexity one for Example 4 do not exist.

Example 5. Let
P=z+y—p, Q=2+q, R=x+y—p, S=y+s.
Case p=0.
Gpz= x2a101 + xybic1 — xaicy — qeg = 0,
Gy z=zyaic + belcl —ybicy — scp = 0.

From ¢ # 0 we get ¢ # 0 and s # 0. After elimination of ¢ we obtain

2

e1 = qryay + qy2b1 — sx“ay — sxyby — qyby + sxa; =0,

€9 = —$2a2b1 + xyalbg — zai1by + rashy — yb12 +a1by = 0.
From e; = 0 we get b;. by does not depend on x, hence

€3 = —a2q2xy2 + 2 agqsty — a252x3 + a2q2xy - c11q2y2 — agqsx2 + 2a1qsxy —
a2qsxry — a152:172 + a252m2 + a1q2y —2a19sT + azqsx — a1qsy + a1qs = 0.
This expression is quadratic in y. Write that the coefficient of y? is equal to zero, we get
q? (zag +a1) = 0. Hence a(z) = X In(z) + « and s = —q, b(y) = =X In(y) + B. As a result we
get z = p(y/z)?.
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Case p # 0.
We have

G,z = 2%a1c1 + xybicy — preg — xeiar — qep = 0,

Gy z =zyaici + y26101 — pyco — yc1b1 — scg = 0.
By elimination of ¢ we get

e1 = prya; — pryb + qryal + qy2b1 — sx2a1 — sxyby — qyby + sxap =0,
€2 = —a2b1px3 + 0152295523/ + agblpx2 - azbquz + arbagry — a1bigx + azxbiqr —
—bi%qy + a1big = 0.

Let us express by from es = 0 and by from e; = 0. We have two conditions. The first: (b)), =0
and the second: (bl); = by. After elimination the nonzero factors we can see that both conditions
coincide and have the form

ez = asp’a®y + aspqr’y — aspgry’ — aspsr® + aspsz®y — asg’ry’ + 2 asgsr’y —
—ap5°5° + azpqry — ar1pqy’ — a1psz” + agpst® + axq’ry — 147y’ — azqsr’ +
+2a19sry — axqsry — a152x2 + a282x2 + a1pqy + a1q2y —2a19sz +

+asqsxr — a1qsy + a1qs = 0.

This expression is quadratic in y. Write that the coefficient of y? is equal zero, we get:

q(zaz +a1)(p+q)=0.

Case p#0, ¢ =0.

Then e3 has the form z? (p + s) (pyaz — sxaz — sa; + saz). We have two opportunities for
this expression to be equal to zero: either s = —p or as = s = 0. The first case is impossible,
because in this case e; = pra; (x +y — 1). In the second case a(z) = Ax + «, bly) = Ay + B.
Thus, we get:

z=p(l—(z+y)’, ¢g=s=0,p#0.

Case p #0, g = —p, q # 0. Then ez is divisible by s. But s = 0 is impossible, if e; = 0. Thus,

we have s = —p and:
R (M(y—l)
Yy
Casep #0, ¢ #0,(p+¢q) # 0 (zaz +a1) = 0. Then a(z) = A In(z) + a. From es = 0 we get

s = —(p+q) and from e; = 0 we get by = —A(p+q)/qy, by) = —Alp+q)/q In(y) + 8. We
have:

—1>7 §=q=—p.

p+q

p=p—y s=—(+a), ¢#0, (p+a) #0.

Proposition 5. The solutions of the Horn system of complexity one for Example 5 exist in three

cases only:
(a)Q#O7 p-|—q7é07 8:_(p+Q)7 Zzl.qiys7
B)p#0, s=q=0, z=p(l—(x+y)",

(c)s=q=-p#0, Z=u<<w_133;y_1)—1>.
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Example 6. Let
P=zx(z+y), Q=2% R=ylx+y), S=v>

For z = ¢(a(z) + b(y)) we have:
Gy z = x2a1%co + zyarbico + x2ase) — weaar® + zaje; — xeras — crap =0,

Gy z = zyarbica + y?bi°co + y?bacy — yeabi® + ybier — yeibo — c1by = 0.
After elimination of ¢ we get

e = fx‘gyalagbl + x2y2a12b2 — z2y2a2b12 + a:ysalblbg — x2ya12b2 +
—|—a:2ya1a2b1 + x2ya2b12 — a:y2a12bz — xy2a1b162 + xy2a2b12 — 2%a1%by +
+xya®by — xyashi® + y2a1bi® + wai?by — yaib? =0,
ey = —azay2bizt + 2ax2a b 2t — a2a12b2x3y — a3a1b12x3y + a22b12x3y +
+2 a3a12b1x3 —dasa1by 2 — alsngzy + a2a12b2z2y — a2a1b12w2y + a3a1612x2y —
—a22b12m2y — asay?b1z? — asa?bix? + 2a22a by + a13b2xy —
—a13bix + asay 2z — a12b12y +a;%b; = 0.
And we obtain two expression for by. Then we have two conditions: equality of both expressions
and their independence of . We obtain e3(ay,as, as, b1) = es(a1, as,as,b;) = 0 (es contains 43
monomials, e4 contains 45 monomials). If r is the resultant of e and ey with respect to by, we
have:
r=y*at (y—1) (z - DX (z+y—1)7° 72 179 r3, where
r = (zag +ay), ro=x3a1a3 — r3a® + 2?0109 — 2%a1a3 + 222’ + a1, r3 =130 + Y731,

where

2a2a3 — 3x6a12a32 +42%a1a0° +

r3g = x7a12a32 — 4x7a1a22a3 + 4x7a24 —22%,
+12 x6a1a22a3 —12 :1:6(124 -2 a:5a13a3 + 5x5a12a22 + 6x5a12a2a3 + 3x5a12a32 —
—12 x5a1a23 —12 x5a1a22a3 + 12 x5a24 + 2x4a13a2 + 6x4a13a3 — 15 x4a12a22 —
—6 x4a12a2a3 — :c4a12a32 + 12 9:4a1a23 + 4z4a1a22a3 — 4z4a24 + x3a14 — 6x3a13a2 —
—6 x3a13a3 + 15 x3a12a22 + 2x3a12a2a3 — 4x3a1a23 — 3x2a14 + 6x2a13a2 +

+2 x2a13a3 — 5x2a12a22 + 33:@14 — 233a13a2 — a14,

r31 = 4x7a1a22a3 —4x"axt + 8x6a12a2a3 + w6a12a32 — 4251093 — 12 x6a1a22a3 +
+12 1:6(124 + 4:1:5a13a3 + 4x5a12a22 — 16 x5a12a2a3 — 21’5a12a32 + 12 x5a1a23 +
+12 x5a1a22a3 — 12 x5a24 + 4m4a13a2 — 8x4a13a3 + 3x4a12a22 + 10 x4a12a2a3 +
+ztai?a3? — 122%a1a9® — 42 a1a5%as3 + 4xtas* + 2230130y + 6 2301 3as —

2 345 +

+5 x2a12a22 — 3ma14 + 2xa15a2 + a14.

—11 x3a12a22 — 2x3a1 asas + 4x3a1a23 + 3x2a14 — 6x2a13a2 — 2x2a1

Thus, we need to consider three cases:
Case r1 = 0. In this case a(z) = A In (z) + «. After the substitution of this expression in e, we

obtain
e1=A(y—1)(yb2 +b1) (xzyby + Az — ) =0,

hence (ybs + b1) = 0 and b(y) = p In(y) + S. Then we have c; = 0 and

z=Aln(@)+pln(y)+v, Au#0.
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Case ro = 0, r1 # 0. If we solve ro = 0 with respect to a3z and substitute this expression in
eo = 0, we obtain:

b
iy:;l—?(x—l):/\:const.

We solve these differential equations with respect to a and b, then we substitute these expressions
in e; = 0. And we obtain a contradiction.

Caser3 =0, ry #0, ro # 0. If r3 = 0, then r3g = r3; = 0. Thus, the resultant of r3g and r3;
with respect to agz is equal to zero and we have:

(x— 1)6 (zas + a1)4 20,4 (2 22as + 2a12 — 2xas — a1)8 =0.

From the equation (2 22as + 2a1 — 2 xag — al) =0 we get

27 —1 a; (822 — 8z +3
e 120D el : ).
z(z—1) 22 (x—1)
After substitution of these expressions into es = 0 we obtain 2 xyaibs — 2 yb12 4+ a1by = 0. Then
b 2
we have a; = 2 yil.
2 xybs + by

Let us substitute expressions for ai,as,as into e; = 0, then we extract the term without
z and equate it to zero. We obtain b;% (y — 1) = 0. The contradiction. We do not have such
solutions. Thus, we have

Proposition 6. The solutions of the Horn system of complexity one for Example 6 have the
form:
z=AIn(x)+pln(y)+v, Ap#0.

This example is from [1] (n. 8.1.9., p. 304). In this book there is the basis of 4-dimensional
space of solutions. It is possible to get our result from this description. Also we can note that in
this case the solutions of complexity one is the linear subspace of codimension one in the general
solutions space of this Horn system.

Example 7. Let
P=(z+2y+p), Q=(x+y—q),
R=(@+2y+p)x+y+p+l), S=(@+y—q)(y—s).
For z = ¢(a(z) + b(y)) we have:
Gz = 22a1¢; + 2xybicy + prcy + xeiar + yeiby — qeg = 0,
Gyz= z?yar ey + xyParbics + pryaier + a?yazer + xyarbicy + yibiPes +
+pxaicy + 3pybict + qybici + sxaicy + sybicy + 2xyaicy +
+y?bacy + pPco — gsco + 3yeiby + peg = 0.
Let ) be (fi,..., fn). After the elimination of ¢ we obtain

e1(a® b3 = agbipr® — 2 ar1bapay — arbipar® + asbipa® — arbapry — aghbiqr® +
+2a1bagry — biaypxr — b12py — agb1qx + a1baqy — 2 b12qy =0,

ea(a?, b)) =0 is the sum of 79 monomials.

- 182 —



Valerii K. Beloshapka On Hypergeometric Functions of Two Variables of Complexity One

Thus, we obtain two expressions for by: the first by = 321((1(2)7 b1) and the second by =
= By (a(g), b1). Then we have two new conditions: equality of both expressions and their inde-
pendence of z. We obtain e3(a®,b;) = 0 (41 monomials) and e4(a®,b;) = 0 (98 monomials).
Here ej3 is linear with respect to by, and e4 is quadratic with respect to b;. If we express b; from
ez = 0, then we get by = B1(a®). The condition (B;)), = 0 has the form (px — q) es(a®) =0
(e5 is the sum of 55 monomials).

Our calculation is the tree of cases.

Case 1: (px —q) #0, e5 = 0.

If we substitute by = Bi(a®) into es(a®,b1) = 0 we obtain eeq(a'®) = eeqo(a®) +
yee41(a(3)) = 0. Thus, we have ee4o(a(3)) = ee4l(a(3)) = 0, where eeyq consists of 489 mono-
mials and eey; consists of 215 monomials. Substitution of b; = B;(a®) in By (a®,by) yields
BBy;(a®). We can write (B1), = BB and we get eg = g1 €62 = 0, where

eg1 = r2as3 + dasx + zas + 2a; + 2as,
ego = 2p2w5a1a3 — 2p2x5a22 + 2p2x4a1a2 + 3p2x4a1a3 — 3p2x4a22 — 4pqx4a1a3 +
+4pgztas? + 2p*adaias + p?arPaias — pPadas? — Apgrlaias — 6 pgriaras +
—|—6pqx3a22 + 2q2x3a1a3 —2 q2x3a22 + a12p2$2 + p2x2a1a2 + 2 a12pqa:2 —
—4pqx2a1a2 — 2pqm2a1a3 + 2pqx2a22 +2 q2x2a1a2 +3 q2$2a1a3 — 3q2x2a22 +
+2pgrai® — 2pgraas + 2¢°zraras + ¢*raraz — ¢°zras® + pgar® + ¢*ayas.
Case 1.1: eg1 = 0, then a(x) = Aln(z+ 1)+ u (In(x) —In(z + 1)) + v. Substitution of this a
in eg = 0 yields
(22X + 42%pA + 2°pA — A 2®q + 2?pu+ 2 pa’q+ 2 paq + pg) x
x (pyb1 + 2 qyb1 + A q + pu) = 0.

The set of coefficients of the first factor has the form:

a2 p, 4Xp,20q, \p — Aq+pu+2puq}.

All of them can not vanish. Hence the second factor is zero.

Case 1.1.1: p+ 2q # 0. From (pyb; + 2 qyb1 + Aq + pu) = 0 we get
Aq+ pp
b(y) = — 1 + 8.
W= (3552 e+ s

Substitution of this ¢ and b in e; = 0 yields ees = 0, where eey is the polynomial of
degree 2 in (x,y), the coefficients of which depend on (p,q,s, A, u). One of them equals
Alp+g+1)(A—2p).

Case 1.1.1.1.: (A—2p) = 0. The analysis of coefficients of ees shows us that ees = 0 is
impossible in this case.
Case 1.1.1.2.: p+q+1=0.

Case 1.1.1.2.1.: A\ = u. We have ees = 0. Then we have p = —1, ¢ = 0. The solution has the
form z = v (y/x).

Case 1.1.1.2.2.: A= —up # 0. Wehave p=s =X =0, ¢ = —1, u # 0. The solution has the
form z = v(y/a?).
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Case 1.1.2: p = 2¢ # 0. From ey = 0 we obtain by = Bj(a®). After substitution of this
expression in By, we get BBy;. From (B))) = BBg; we get go(a®)+yg1(a®) +12 g2(a?) =0
and hence go(a®) = g1(a®) = g2(a'®) = 0. The resultant of g;(a®) and go(a®) with respect
to ay is some polynomial in x of degree 11. The value of this polynomial for z = 0 is (¢ — 1)°
and hence ¢ = 1. Then we have

Vs r=-2 (28x2+sx—2x2)2(—2x2—2x)3m7é0.

A contradiction. Solutions are absent.
Case 1.2: ego = 0. Let us express az from this equation and substitute the result in e; = 0. We
obtain eey = eeqp(a'®) 4y eeqr(al®) = 0, then

g1 = (*p8$*q8x+p2+qp+a:p+p) g> =0,
g2 = (2p® +pgz +2°p —qp+22p — ¢* — q) ¢° =0,

where g = (2p:c2a2 + 4 pxay + pras — 2qras + pa; — 2qa; — qag) .

Case 1.2.1.: g # 0. In this case all coefficients of both factors must vanish. The set of these
coefficients is:

{plp+q+1),—ps—qgs+p,p,p(p+q+2),—q(p+q+1)}.

We see that p = 0, then s = 0 (¢ # 0) and ¢ = —1. We have the solution z = v(y/z?) (this
solution coincides with the solution of the case 1.1.1.2.2.).

Case 1.2.2.: g = 0. Let us express as from this equation and substitute the result in ego = 0.
We obtain
2p%a3 + dpga® + 6 pgx? + 6 pgr + pg — > = 0.

The set of coefficients of this polynomial is:
{a(p—q),6pq,2p(p+2q)}.
The vanishing of all of them is impossible (pz — ¢ # 0).
Case 2: p = q = 0. The equation G;(z) = 0 takes the form:
Gy z = x%a1 + 2xyby + xa; + yby = 0.
Hence

(x+1)

ay m =A=0byy, \#0 isconstant.

And then we get
a(x) = A2z — In(z)) + a, b(y) = X In(y) + .

After elimination of ¢ from

Gyz= x2ya1202 + xy2a1b102 + x2ya201 + xyaibice + y2b1202 +

+sxajciy + sybici + 2xyaicy + y2b261 +3yc1by =0
for our a and b we get:

8sxdy — 1252y — 82%y? + 2say +4ay® — 102y —y> + 4y — 2 =0.
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for all (x,y). This is impossible for all s. A contradiction. Thus, we have:

Proposition 7. The solutions of the Horn system of complexity one for Example 7 exist in two
cases only:

(a‘)p:_laq:07 z=V

b)p=s=0, ¢=-1, i=vog.

Example 8. The Lauricella’s functions are the subclass of the class of hypergeometric functions
[5], [6]. They are the solutions of the Lauricella system (some generalization of the hypergeometric
Gauss equation). If the number of the independent variables is two, this system is the system of
two equations for the function z(x,y) of the form

H? 2
Ly(2) =2 (1l —x) 92 (r,y) + (1 —=x) Z/mz (z,y) +

0 0
+(g—1+p1+px) 927 (z,y) — P2 (z,y) —p1pz (v,y) =0,
H? 2
Ly(z)=y(1—y) 92" (z,y) +(1-y) e (z,y) +

0 0
+@—=1+p2+p)y) o (z,y) — P2ty oz (z,y) —p2pz(z,y) =0.

The parameters (p1,ps, p) are any complex numbers and ¢ € C\ {0,—1,—2,...}. Our goal is
to describe the solutions of the Lauricella system of complexity one (of kind z = ¢(a(x) + b(y)),
where (a,b,¢) are not constant). In order to simplify our calculation we will assume that p = 0.
Thus, we have three complex parameters only (p1,p2,q). The Lauricella system for p = 0, z =
c(a(z) + b(y)) has the form:

L.(2) = —2%a1%cy — yegarbix — x2asc; + vayco — xajeipy +
+yc2a1by — pryciby + qarcr — waicr + xazer =0,
Ly(2) = —ycaarbyw — y2b1202 + meaarby — pawerar — yPbacy +
+yb1ca — ybicips + gbicr — ybicy + ybacy = 0.
Case 1. zay + yb; = 0. We have
a(z) = =An(z) + o, bly)=Aln(y)+8, A#0
and our equations have the form

CAca(g—1) _Aa (¢g—1)
x y

=0.

The condition of solvability is ¢ = 1 and we obtain z = ¢(y/x), where ¢(¢) is any analytical
function.

Case 2. xaj + yby # 0. We can express ca/c; from both equations. We have
82/61 = LCgl(a(Z), bl) = LCQQ(CLl, b(2)) = O
The solvability conditions are: LCa = LCs and V(LCs) = 0. This conditions are

e1(a®, b)) = 0 (20 monomials) and ey(a®, b)) = 0 (39 monomials).
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Case 2.1. —x%a9 + qa1 — za, + xas = 0. Thus,

x— 1)1 r—1\9"
a1:7( ) ; bly:—< o ) :

x4

Hence ¢ =1, a; = 1/x and by = —1/y, and further za; + yb; = 0. In this case it is impossible.

Case 2.2. —x2as + qa, — xa; +xas # 0. The equations e; = 0 and ey = 0 are linear with respect
to by. We have two expressions for bs: by = le(a@),bl) and by = Bzz(a(g),bl). We get two
conditions: By, = By yields ez(a®,b1) = 0 (79 monomials), (Bz;), = 0 yields eq(a®,b;) = 0
(36 monomials). es is cubic with respect to b1, e4 is quadratic with respect to b;. We can divide
es by es with the remainder (as polynomials with respect to by). We obtain that the reminder
is zero. Thus, we have:

(ang +qa; +xa; —rag — al) ar 0

—ubi —
¥ xras + a; — a

Hence 9
(:r as +qay + xa; — rag — al) a1

by =\=—
¥o1 xras + ap — as

And further we get

o (gay + xa1 + X —ay)
22ay + A r —xa; — A

bly) = An(y) + 8, az = , A0,
After substitution of these expressions in e; = ea = e3 = ¢4 = 0 we get eej(ar) = eea(ay) =
ees(a;) = eeq(a;) = 0. The resultant of ee; and ees with respect to a; is a polynomial with
respect to (x,%y). The coefficient of 2%y in this polynomial is (¢ — 1)*, hence ¢ = 1. For such ¢
we have za; + yb; = 0. In this case it’s impossible. Thus, we have the following proposition.

Proposition 8. The solutions of the Lauricella system of complexity one for p = 0 exist in the
case ¢ =1 only. These solutions have the form:

z=c (g) , where ¢(t) is any nonconstant analytical function.
x

It is possible that the additional computational efforts would allow us to free ourselves from
the constraint p = 0.

Conclusion

Both (2) and (1) are equalities to zero of differential polynomials, which are the elements of the
differential ring R, the ring of differential polynomials with complex coefficients and generators
(z,y,2,0y,0,) (and with obvious relations) [7], to which the field of fractions F corresponds.
The ring R is a classical object of differential algebra. We can look at the common zeros of a
system of differential-polynomial equations, i.e., at the solutions of these equations, from two
different points of view. From a quite abstract algebraical point of view they are the elements
of the differential-algebraic closure of the field F. From the analytical point of view they are
analytic functions, which gives solutions to the system of differential equations. In R there is
the subring C[z,y], which is the commutative ring of the polynomials in (x,y). The set of the
common zeros of a system of polynomials is an affine algebraic subvariety of two-dimensional
space. This is the area of responsibility of algebraic geometry. If we move from C[z, y] to R, then
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the object arise, which is quite analogous to an algebraic variety: the set of the common zeros of
a differential-polynomial system, which is a differential-algebraic manifold (DA-manifold). The
term is not stable, there are variants, e.g., diffiety [8]. From this point of view the discussed above
examples are examples of DA-manifolds, which are defined by three differential polynomials (two
of them are the Horn system, and the third is the defining equation of the first class). The Horn
systems from this point of view are not very interesting, the corresponding DA-manifold is a
linear space. By adding the defining equation of the first class, we provide opportunities for a
larger diversity. Studying an algebraic variety, one usually pays attention to a series of natural
characteristics, namely: irreducible components, stratification of the points on the variety with
respect to the dimension of the tangent space and so on. In the study of DA-manifolds these
characteristics are also of interest. Nevertheless, there is a certain specifics.

For example, the dimension of the linear space of the solutions of system (2) can be either
finite or infinite. In the case when it is infinite the question arise:

Question 9: (a) Under which condition the dimension of the intersection is finite? (b) If
the dimension is finite, how to estimate it? (c) How to estimate the number of irreducible
components?

DA-manifold defined by the equation d;(z) = 0 is a cone, and DA-manifold defined by a
Horn system is a linear space. However, when we speak about conic sections, we mean that the
cutting plane does not necessary go through the vertex of the cone, as it is in our examples. We
can easily avoid this limitation. Let zo(z,y) be an analytic function of complexity one, which
is a solution of the Horn system, i.e., G;(20) = Gy(20) = 0. Then we can consider the affine
subspace, which consists of the functions of the form {z = zp + 6z}, where §z is a solution of the
Horn system, i.e., G;(6z) = Gy(dz) = 0, and construct its intersection with the cone CI', which
is certainly nonempty (there zj lies).

Some of the discussed examples of Horn systems are systems with parameters. This feature
can be easily interpreted with the help of differential algebra. In the definition of the differential
ring R we should include these parameters in the field of constants.

Next, note that all our considerations can be adapted to functions of larger number of
variables. The functions of complexity one in n variables are analytic functions of the form
z2(x1,...,xn) = clar(z1) + -+ + an(zy)), where (aq,...,a,,c) are functions of one variable.
The class of such functions, as in the case of two variables, is defined by a set of differential
polynomials.

The consideration of examples with parameters allows us to note that in all discussed situ-
ations for the existence of solutions of complexity one there are necessarily restrictions on the
parameters. lL.e., solutions exist only for a proper algebraic subset of the space of parameters.

Question 10: Do there exist holonomic Horn systems with parameters, such that there are
solutions of complexity one for all values of parameters?

Let a Horn system with parameters be given. And let solutions of complexity not greater than
a fixed n of this system exist only under some nontrivial analytic conditions (for all natural n).
Then it is easy to show that all solutions for generic values of parameters (outside solutions of
some enumerable system of analytic equations) have infinite complexity. On the other hand, if
we assume that for a Horn system with parameters all solutions are of finite complexity, then
there exists a number N, such that all solutions for all values of parameters have complexity not
greater than N.

- 187 —



Valerii K. Beloshapka On Hypergeometric Functions of Two Variables of Complexity One
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Abstract. In this work, we simulated hysteresis effects in thin Heisenberg films subjected to an external
oscillating field by Monte Carlo methods. It was observed that the system exhibits different types of
phase transitions below the Curie temperature, depending on the rate of field influence. Relaxation
features of the system have been identified, which may also impact the nature of the dynamic phase
transition.
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The phenomenon of dynamic phase transition is widespread across all fields of human activity.
It has been observed that dynamic phase transitions can be used to describe biological [1,2]
and chemical systems [3], as well as processes associated with human social behavior [4]. The
exploration of dynamic phase transitions in promising materials such as nanographene [5] or
LiMng 5Feg 5 PO, [6] opens new opportunities in energy engineering and design.

A dynamic phase transition in magnetic systems occurs when the speed of influence of an
external oscillating field changes. At a high half-period of the external field, magnetization follows
the cyclic changes in the field and remains in a dynamically disordered state. However, at a
low half-period value, magnetization cannot qualitatively follow the oscillations and transitions
into a dynamically ordered state. The transition between a dynamically ordered state and a
dynamically disordered state is referred to as a dynamic phase transition.

The classic model for studying dynamic phase transitions is the Ising kinetic model. Work
[7] was the first to prove the existence of a dynamic phase transition in magnetic structures.

In early experimental works [8, 9], a dynamic phase transition was observed in the hysteresis
response with a change in the amplitude of the external field Hy. Recent experimental studies
on the magnetization reversal of thin films [10-14] have indicated that the system can undergo
a qualitative transition from one ordered state to another by introducing an additional field in
conjunction with an external oscillating field. As demonstrated in previous works [13,14], this
additional field in dynamic phase transitions is comparable to the influence of the field H(t) in
thermodynamic phase transitions.
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Hysteresis effects in dynamic phase transitions are being actively studied numerically mod-
eling and experimentally. However, many questions remain open and require additional study.
The studies were carried out using the Heisenberg model, which is a more complex system com-
pared to the Ising model [15], including the influence of anisotropy and three-dimensional spin.
Considering the dynamic phase transition within a more complex model can provide additional
insight into this phenomenon.

1. Model and methods

In this work, a thin magnetic film in an external oscillating field H(t) with an amplitude
Hy below the Curie temperature was studied by Monte Carlo methods, in particular by the
Metropolis algorithm using the anisotropic Heisenberg model.

The Hameltonian of the anisotropic Heisenberg model was chosen as:

H=—J> [(1—AN))(SESY + SYSY) + 5287 — H(t) Y Sz, (1)

where S; = (S¥,S7,57) is the three-dimensional spin at the i-th node of all the systems; N
is number of monolayers; L x L x N— total number of spins of the system; J is the exchange
integral of the interaction between nearest spins S;.

A(N) is an anisotropy parameter depending on the number of monolayers, the value of which
was chosen based on the article [16], the anisotropy value A(N = 5) = 0.75. In this work, "easy
axis" anisotropy was studied. The external magnetic field was directed perpendicular to the
plane of the ferromagnetic film.

The dynamic order parameter () is defined as:

! /0 ()t )

2ty

In the dynamically disordered phase, the order parameter @ is close to zero, and in the ordered
phase it is nonzero. The parameter that acts as an analogue of temperature in the transition is
© = ty,2/(1), where t; 5 is the half-period of the external field, (1) is the time of the metastable
state, defined as the time at which the magnetization first crosses zero during the relaxation
process. The magnetization of the z component was calculated using the formula:

L2
m,(t) = % Z st (3)
i=1

The field bias value was introduced as a low additional field to the oscillating external field.
As a result, uncompensation leads to asymmetrical oscillation of the field relative to zero:

Hy = (H() = 2;/2 | wae (4)

Simulation of the magnetic film was carried out for linear size L = 128 with external field
amplitude Hy = 0.2 and temperature T = 0.67.(N), where T.(N = 5) = 1.31J [17]. The field
bias Hj, changed in steps of 0.001 and at time relaxation (the number of cycles) P = 1000. During
the simulation, the number of monolayers N = 5 was considered. The spin system represents a
cubic structure, based on the type of substrate anisotropy in experiments [12,13].
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2. Results and discussion

In this work, a thorough investigation of the various consequences of hysteresis in the critical
region was carried out. The behavior of the order parameter Q(Hp) is considered as the half-
period ¢/, increases to detect a dynamic phase transition. Figures 1 shows the change in the
order parameter () as a function of the field bias H; at low field frequencies 1/, = 20 MCS/s
(Fig. 1(a)) with a clear existence of the first-order phase transition. With the appearance of
the half-period ¢/, (Fig. 1(b,c)), a sharp jump in the parameter was observed for a long time.
A continuous phase transition occurs only at a critical half-period definition (Fig. 1(d)), when
magnetization can follow a change in the oscillating field. In this case, collapse of the hysteresis
loops is observed.
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Fig. 1. Hysteresis loops for different values of half-period t,,,. For case (a), a wide loop is
formed, where the half-period is equal to ¢,/ = 20 MCS/s, (b) an increase in the half-period
t1/2 = 30 MCS/s contributes to the narrowing of the loop, as well as for case (c) t; /o= 40 MCS/s,
(d) t1/2 = 46 MCS/s the hysteresis loop collapses

The type of phase transition when considering hysteresis effects can also depend on the
relaxation features of the model. Fig. 2 shows the relaxation dependence of the parameter  on
Hy, on the oscillation cycles P of the system. A gradual increase in observation time leads to the
fact that the hysteresis loops begin to collapse. In the region of dynamic phase transition, taking
into account relaxation effects can play an important role. The simulation data qualitatively
correlate with the experimental results of [11].

To consider the peculiarities of the behavior of the system after a dynamic phase transition
(Fig. 3), a sufficiently large half-period ¢/, = 100 MCS/s for Hy = 0.2 was chosen. We changed
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Fig. 2. Hysteresis effect depending on bias field H, with increasing oscillation cycles P of the
influence of the external field H(t) at half-period ¢,/ = 40 MCS/s

the value of the field amplitude from Hy = 0.16 + 0.22 in steps of 0.02 to more clearly show
changes in the behavior of magnetization with distance from the multicritical point. Thus,
at Hy = 0.16 a collapsed hysteresis loop is represented, but fluctuations appear as the field
increases. The magnitude of the field amplitude significantly affects the area of fluctuations and
their magnitude.

Q(Hy)

a1k _

-0,08 -0,06 -0,04 -0,02 000 0,02 0,04 006 0,08
Hb

Fig. 3. Dependence of the hysteresis effect on changes in the field bias Hj for different field
amplitudes Hy = 0.16 — 0.22. Linear size of the system L = 128, half-period t; /o = 100 MCS/s.
At Hy = 0.16 the hysteresis loop collapses (blue dots); at Hy = 0.20 the loop bends (black dots)
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Conclusion

We have carried out numerical modeling of hysteresis effects in a dynamic phase transition
using the Heisenberg model in an external oscillating field by Monte Carlo methods. The de-
pendence of the hysteresis loops on the t; /5 was studied. As a result of which the existence of a
first-order phase transition was revealed at less than values of the half-period ¢, /o, = 46 MCS/s,
when the magnetization changes its state in an abrupt manner. A second-order phase transition
occurs at higher values of ¢,/ = 46 MCS/s. An increase in the half-period of the field leads to
the fact that the magnetization of the system can follow the oscillations of the external field and
consistently changes its values.

The collapse of the hysteresis loop occurs at a field amplitude Ho > H(t1/2) = 0.16 and
t1)2 = 100 MCS/s. Curvature of the loops is observed with increasing Hy [18]. This type
indicates fluctuations that arise due to the stronger influence of H(t) far from the critical region.
The destruction of the phase transition with the formation of a metastable phase with a change
in H(¢) is also observed, which also leads to a shift in the critical point.

Relaxation processes for hysteresis effects have been identified. The type of phase transition
can be strongly influenced by the time of observation of the system. The results show a narrowing
of the hysteresis loops with increasing oscillation cycles.

The reported study was supported by the Russian Science Foundation through project no.
23-22-00093. Pavel V. Prudnikov acknowldged for the supporting by the Ministry of Science and
Higher Education of the Russian Federation within the governmental order for Boreskov Institute
of Catalysis (project FWUR-2024-0039).
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DddeKThI TucTepe3nca B KPUTUYUECKOM IOBEJEHNN TOHKNX
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Awnunoraiusi. B ganHoit pabore merogamu MonTte-Kapiio mogenuposaauck 3pPeKThl TUCTEPE3UCA B TOH-
KUX TJIeHKax [eifizenbepra BO BHEITHEM OCIMJLIUPYIOIIEM Tojie. BBII0 06GHAPYKEHO, YTO B CUCTEME HUKE
TemrepaTypbl Kiopu HabJ/IIOAIOTCA Pa3JIndHble TUIBI (PA30BBIX IIEPEXO/OB B 3aBUCHUMOCTUA OT CKOPO-
CTH BO3/EHCTBUS OCIMJINDYIOIIEro 10Jisi. BBIsSIBIIEHBI pejlaKCAIlMOHHBIE OCOOEHHOCTH CUCTEMbI, KOTOPbIE
BJIASIFOT HA XapakTep NUHAMUYECKOTO (Da30BOrO MEPEXOIa.

KuaroueBbie cioBa: Mogens [eiizenbepra, qunamudeckuii pa3oBbiil nepexoj, MeToasl Monre-Kapiio,
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Abstract. The joint convection of two viscous heat-conducting liquids in a three-dimensional layer
bounded by solid flat walls is studied. The upper wall is thermally insulated, and a non-stationary
temperature field is set on the lower wall. Liquids are assumed to be immiscible and complex conjugation
conditions are set at the flat interface between them. The evolution of this system is described by the
Oberbeck-Boussinesq equations in each fluid. The solution of this problem is sought in the class of velocity
fields linear in two coordinates, and temperature fields are quadratic functions of the same coordinates.
In this case, the problem is reduced to a system of 10 nonlinear integro-differential equations. It is
conjugate and inverse with respect to 4 functions of time. To find them, integral redefinition conditions
are set. The physical meaning of these conditions is the closeness of the flow. The inverse initial-
boundary value problem describes convection in a two-layer system that occurs near the temperature
extremum point on the lower solid wall. For small Marangoni numbers, the problem is approximated
by a linear one (the Marangoni number plays the role of the Reynolds number for the Navier-Stokes
equations). A stationary solution to this problem has been found. The linear nonstationary problem is
solved by the Laplace transform method, and the temperature can have discontinuities of the 1st kind
(change by a jump). In Laplace images, the solution is obtained in quadratures. It is proved that with
increasing time, it tends to stationary mode if the temperature on the lower wall stabilizes over time.
The evolution of the behavior of the velocity field in the transformer oil-water system has been studied
using the numerical inversion of the Laplace transform.
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We consider the solution of the Oberbeck—Boussinesq equations of the form

= ((f(2,8) + bz )z, (F(zt) — h(z )y, —2 / CHEt)de), p= ey t),

0 = a(z,t)z® + b(z,t)y* + q(z, 1)

(1)

where p is modified pressure.

The initial idea to search for exact solutions of the Navier-Stokes equations with a linear
dependence of the velocity components on two spatial variables, apparently, was first proposed
in [1]. It was shown that the general three-dimensional system of viscous magnetic hydrodynam-
ics equations is reduced to a closed system of one-dimensional equations. A similar result for the
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gas dynamics equations was obtained in [2]. A more special case of the velocity field represen-
tation (1) for the motion of a single fluid is considered in [3,4], and the pressure depended only
on the vertical coordinate and time. The temperature is distributed according to the quadratic
law (1) only at the free boundaries of the layer z = +Z(¢) and caused a thermocapillary effect.
The numerical solution of the latter problem taking into account the general temperature dis-
tribution é(x,y, z,t) in the layer —Z(t) < z < Z(t) is carried out in the article [5]. A thorough
review of the exact solutions of the Navier-Stokes system with a linear dependence of the ve-
locity components on x and y is given in [6]. In [7], solution (1) was used to describe the slow
convection of a single liquid in a layer with a free boundary. The paper [§8] is devoted to the
influence of interphase surface energy on stationary convection within the framework of solution
(1). Unsteady creeping convection in the case of an isothermal interface for solution (1) was
studied in the articles [9,10]. The nonlinear stationary problem of two liquid media convection is
numerically investigated in [11]. Note that similar two-dimensional problems (solution (1) can be
called a three-dimensional analogue of the well-known Himentz solution) in various formulations
are studied in the monograph [12].

In this paper, the quadratic dependence of z and y temperatures in (1) is an additional
assumption and it agrees well with the conditions on the interface.

1. Statement of problem

Substituting the solution (1) into the system of convection equations and further compatibility
analysis leads to the conclusion that the modified pressure in the layers is also a quadratic function
of the coordinates z and y. Further, this solution is used to describe two-layer thermocapillary
convection in the layer —l; < z < lo, |z] < o0, |y| < co. The boundaries of the layer z = I,
z = lg are solid fixed walls, and z = 0 is a fixed interface between the layer —l; < z < 0, and
the layer 0 < z < ls of liquids 71”7, ”2”. These heat-conducting viscous liquids have constants:
densities pj;, kinematic viscosities v;, thermal conductivity x;, thermal expansion coeflicients
Bj, 7 = 1,2. At the interface z = 0, the surface tension depends linearly on temperature
o(01) = o9 — &0 (z,y,0,t) with constants op and & > 0.

Remark 1. In order for the interface to be flat, it is enough to assume the smallness of the
Bond Bo = g(p1 — p2)I2 /0o and the capillary Ca = pu1x1/00ly numbers, see [13].

The unknowns, according to (1), are the functions f;(z,t), h;(2,%), a;(z,t), bj(z,t), g;(z, 1),
and —l; < z<0for j =1, and j =2 for 0 < z < l3. Suppose that the temperature is set on the
substrate z = —[;

01(x,y, —l1,t) = on (t)2? + aa(t)y® + as(t) (2)

with known functions «;(t), ¢ = 1,2,3, and the upper wall z = Iy is thermally insulated:
O2.(x,y,l2,t) = 0. For a;(t) < 0, az(t) < 0, solution (1), (2) describes convection near the
critical point = 0, y = 0, when the temperature on the wall at this point has a maximum and
with inverse values a1 (t), aa(t) the temperature has a minimum.

Let a* = rilggc(|a1(t)|, | (t)]), O0* = max |as(t)| is a characteristic temperature, so that a*l;

is a characteristic temperature gradient, 7 = x1l; 2t is a characteristic thermal convection time.
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For the first layer at j = 1 we put

z
=7 -1<€<0, hi= MF1<5, 7), M lg P MH; (€, 7),
ay = a,*Al(faT)7 bl = a*B1(§,T), q1 = 9*Q1(€7T)7 5i >l<41 MS ( )
M= M, P, = ﬂ, Ly = plﬁlgll d= *l%’
H1X1 X1 X1 o

and for the second layer j = 2 we put

5:§ 0<&<1, fo= MF2<5,) h QMHz@,)

l
ag = a*AQ(é-vT)v b2 = a*BQ(gvT)v q2 = 9*Q2(£77—)7 Si = ZTMSIG(T)7 = 3747
1
p, = 22 L2:P1ﬂzgl1lz7 =X l:l—l, u:&7
X2 &1 X2 la 12

where M is a Marangoni number, P; , P are the Prandtl numbers.
Suppose that |M| < 1 and we will look for a solution in the form

F=F%+MF" +. .., H=H" +MH" +...,
A=AV e MAW 0 B =BY +MBY 4. Q=0 + MY + ...,
S;i=859+MsP ..., j=12 i=T4, n=1,3.

(4)

Assuming that L; = O(1) with M — 0, we get a linear inverse problem in the zero approximation

(index "0" is omitted)

13
F1T:P1F155*P1L1/ (A1(&§,7) + B1(§, 7)) d§ — Sy (),
0

Hy; =P1Hyge — P1L1/ (A1(&,7) — Bi(§,7)) d§ — Sa(T),
0
Ay = Aige, Bir =Bige, Qir =Quee +2d(A1+B1), —-1<£<0, 7€l0,7),

2 £
By — ij Face — P1Lo / (As(€,7) + Bal€, 7)) dé — Sy(7),
2 0 3
Hy = 22 e P L, / (As(€.7) — Bal€, 7)) dé — Sa(r),
0
12 2 2

l l 2d
Ay = ;Azgg, Byr = ;32557 Qar = *ngg +— N (A2 + Bs), 0<&<1, 7€(0,7)

The boundary conditions on solid walls £ = —1, £ = 1 are (7 € [0, 7o])
Fl(—].,T):Hl(—LT):O, Al( )
Bl(—l,T) 252(7'), Ql(—l,T) 53(7'),
FQ(].,’T) = HQ(].,T) = 0, A2§(1,T) = BQE(].,T) = QQE(l,T) = 0
The conditions on interface are

Fi(0,7) = F5(0,7), Hy(0,7) = H2(0,7), A1(0,7) = A2(0,7),
Bl(O,T):BQ(O,T), Ql(O,T):Qg(O,T),
lF25(07 T) - UFlf(O’ 7—) /“L(Al (07 T) + B (07 T))a
ZHQE(()’ T) - ,LLng(O, T) N(Al(()’ T) - B1(07 T))v

ZAQE(O, ’7') — kAlg(O, ’7') ES 0, lBQg(O, T) — kBlg(O, ’7') ES 0, lQQE(O, ’7') — leg(O, T) =0.
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In addition, the initial data are

FJ(§7O) 0](5)& H](§70) = HOj(g)a
A;j(§,0) = Ao;(§),  B;(&,0) = Bo;(§), Q;(&,0) = Qoj;(E),
)

where for j = 1 the variable £ € (—1,0), for j = 2 we have £ € (0,1); and the redefinition
conditions

0 0 1 1
[1F1(€7T)d€:[1H1(£,T)d£:0, /OF2<§,r>d§:/OH2<§,r>d§:o, refom). (11)

The equalities (11), meaning the closure of the flow, allow us to determine the unknown functions
Sz’ (T), 1= m

Functions a1 (T) = 1 (t)/a*, Qo (7’) = Qg (t)/a*, [e%: (T)Otg (t)/ﬂ*, FOj({)a HOj (5), AOj (6), BOj (5),
Qo; (&) are defined on their definition domains. For a smooth solution, they must satisfy the
compatibility conditions, for example,

(10)

FQl(—l) = H()l(—l) = O, Fog(l) = HQQ(I) = 07 FOl(O) = FOQ(O), H()l(O) = HOQ(O) and so on.

The modified pressures in the layers are determined by the formulas

P = SEEMIL(E T),
M (6, 7) = [2L1 /0 ar o+ > (5:(0) +52(T))F22+ [2L1 /O “ B¢ ) e+
i) - 5am)] -3+ —/ € Oficac+ 2 ["Quactmim,
P2 = pQ?XQMHz(f,T),

Ty (&, 7) = [QX;LQ/O AgdC+lzP (Sa(r )+S4(T))}

2 g> 2xFy 2
b ur) - i | 5 - 2 B [ omac k2

-2 IuL 3
“”2+{ X 2/ By di+

XVLz

/ Q2 d¢ + I (7),

where II; (1), II3(7) are arbitrary functions.

2. Stationary flow in layers

Let’s find a stationary solution to the last problem Ff(§), H$(E), A$(§), B5(§), Q5(€), F5(€),
S¢ (7 =1,2;i =1,4). After some calculations , we get explicit expressions

A = ot BHO = Q5O = a5 +dlag +ap) |-+ 5 (145)].

kl ki
2 3 9
-urve (5000 5% 2]
352 1 53 352 1 (12)
ma-ai-[($ 26 ) (53]
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26 —-¢62 1 2
A5 =t BHE =af, Q50 =g +dlag +ap) |25+ 1 (14 1))
3¢2 1 3¢ vL 2 1
rO=i+op) (- 1) (-5 5) (-5 m)h]

3¢2 1 3 2 L 2 1
me=@i-a (e )+ (5-5+5) B -(5-5+5)H|

0<ésl
st = Ty (o a0+ fgka),
14)
Sg:_W( +12L1+%J;231)L2>’ |
5 _ghifigﬁ)0+{yd+ui;ng

The vertical velocities (dimensionless) are as follows

g & g\ (8 & ¢
G5 5) Gt ) m)
S1<E<0

15)
£ e e\ (& & e\l |
Ws(€) = -2 | F§(Q)d¢ = —2(af +a5) | s _8 vis
2 / 2(C)dC (o1 + (4 o )7 12T u)
&£ & ¢
(@ 24 "8 J’Of

Radial heating (o = o§). When H{(§) = H5(E) = 0, S5 = 5§ = 0 and the flow becomes

axisymmetric. It is convenient to consider it in cylindrical coordinates (dimensionless) r,p, &:
. 1 1

u§ = (F5(&r,0,Ws(§)). Current functions W;(r, &) : Ff(§)r = ;\I/jg(r, §), Wi(€) = —;\I/jT(r,g)
and the mass conservation equation is fulfilled, so ¥;(r,&) = r?W¢(&).

Remark 2. For a; = —ay we have F{ (&) = 0, F5(&) =0, W{(€) =0, W5(€) = 0 and the
current will be plane parallel.

£
We(E) = —2 / FE(C) d¢ = —2(af + of

0

Figs. 1-3 show the results of calculations of velocity fields for the transformer oil (5 = 1)-
water (j = 2) [15] system. Moreover, with I; = I = 5mm, g = 9.8m/c? we have L; = 0.6,
Ly = 2.3 and M = 0.065a*. Fig. 1 shows the profile of the dimensionless vertical velocity
component W¢(€) (a) and velocity field in layers (b) at o = a§ = 1°C/m?, [} = I = 5mm,
g = 9.8m/c?. It can be seen that in the first layer the flow is directed in the opposite direction of
the z axis (§), and in the second layer the flow is directed in the direction of the z axis, as shown
in Fig. 1b. A similar situation will occur for any case. Therefore, the results of calculations will
be given below only for the vertical velocity component, since it gives an idea of the formed flows
in the layers.

In Fig. 2 and the profiles of the dimensionless vertical velocity component W¢(¢)aregiven
depending on a§. If af + a§ > 0, then a return flow occurs in the first layer (the liquid moves
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Fig. 1. Dimensionless vertical velocity component W€(§) (a) and the velocity field (b) at
af=a5=1,1; =lp =5mm, g = 9.8u/c?, a* = 1°C/m?

in the opposite direction of the z axis), and in the second layer the flow is directed along the z
axis. If af + a§ < 0, then the direction of currents in the layers changes to the opposite.

In Fig. 2b shows the profiles of the dimensionless vertical component of the velocity W¢(&)
depending on the acceleration of gravity g. It can be seen that gravity affects only the intensity
of the flow. Moreover, in the first layer, the intensity increases with the growth of g, and in

the second it decreases. So £n[lalxo] |[We(g, g = 0)] = 0.007, 5rl[laf(0] [We(g, g =9.8)] =0.012 u
e[-1, e[-1,
we(, g =0)| =0.007, We(E, g =9.8)| = 0.005.
max (&, 9 = 0)] ax [We(E, g )|

WiE) W)
0.005
-1 05 0.5 £l
=0 -0405
g=5
-0.010-
a=98
a) b)

Fig. 2. Dimensionless vertical velocity component W¢(§) depending on a§(a) (af = 1, g =
9.8m/c?) and gravity acceleration g (b) (af = a§ =1) at I} = lo = 5Mm
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Fig. 3a shows the profiles of the dimensionless vertical velocity component W¢(£) depending
on the thickness of the first layer ;. It can be seen that with a decrease in [1, the flow in the first
layer remains recurrent (only the intensity changes), and in the second layer, at I; < 0.1 mm, the
flow becomes two-vortex (a return flow occurs near a solid wall). At I; < 107%mm, the flow in
the second layer becomes completely reversible.

Fig. 3b shows the profiles of the dimensionless vertical velocity component W¢(¢) depending
on the thickness of the second layer l5. It can be seen that with a decrease in lo, the inten-
sity of flows in the layers decreases. So max |[W¢({,ly = 5)| — max |[WW(Elx = 0.03)] =

£€[-1,0] £€[-1,0]

We(E,ly = 5)| — We(€, Iy = 0.03)| ~ 0.006.
grg[gﬁ]l (& 1y =5)] fgl[gﬁ]l (&, 12 )l

W
® W(E) =5
0.005 0.005
,=2
L,=05
-1 05 1, =3 s 3374 -1 -0 =003 05 g1
ll—().()S
1, =0.7
-0 495 31
1,=0.1 /, =0.055
-0.010
0.0104
a) b)

Fig. 3. Dimensionless vertical velocity component W¢(¢) depending on I3 (Il = 5mm)(a) and Iy
(I; =5mm) (b) at a; = as = 0.1, g = 9.8m/c?

Fig. 4 shows a dimensionless temperature field in layers at «; = as (radial heating). In this
case, the temperature at the point = 0, y = 0 is minimal. The surface tension decreases in the
direction of the axes x, y and the flow on the interface is directed in the direction opposite to
the direction of the axes z, y (Fig. 4b).

2. Unsteady convection in layers
The inverse problem (6)—(11) in Laplace images is solved in quadratures, which allows us
to obtain quantitative information about the solution. Let U(&,7) be the original, 7 € [0, c0),
¢ €[-1,0] (or € €[0,1]), its Laplace transform (image) is integral
U(E,s) =€ U(E,m)e T dr.

The definition and properties of the Laplace transform are described in many manuals, see for
example [14]. Tt is applicable to a wide class of functions, in particular, having a finite number
of discontinuity points of the first kind with respect to the variable 7.
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§

0

20
16
12
4
2

Fig. 4. The dimensionless temperature field 6 in coordinates r, z in layers (a) and the temperature
distribution on the interface z = 0 (b) at af = a§ =1, g = 9.8 m/c?

The problem for A;(&,7) in Laplace images will be written like this
A155 - SAl = _Aﬂl(é), 5 € [_170]a
i X i X
AQ&& - Z_QSAQ = _l_QAUQ(é)v f € [Oa 1]7
Al (O, S) = AQ(O, S), lfigg(o, S) — ]{/‘Alg(o, S) = 07
Ai(=1,8) =au(s), Ase(l,s)=0.

The solution of this boundary value problem is written out without difficulty

Aies) = x[(B6) + /Am shf(1+£)d£)(ch\/7chf£—
~ Y sh [ 5 sh Ve - klfsh[fug /Aoz Ch\/z:( —¢)de]-
f *Aor(€)sh Ve — Q) dc,
Ae,s) = %[(am 2 [ am@avia s ga)a [Ke-ve a0

+/ 55 (shy/ ¢ h\f+fsh\/§ch )/01A02<g>ch\/j:§(1-g>dg]_

_”%/0 Aoz(()Sh\/Sl:éc(f—C)dQ
A:ch\/sl:;(ch\/g+%sh\/sl:§sh\/§.

The Laplace transform B (€, s), Ba(€, s) is defined by the formulas (16) with the replacement of
@1 (s) and Ag;(€) by aa(s) and By;(€), j = 1,2 respectively. As for the functions Q;(¢, s), they
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are from (16) with the replacement of Agy(€) and Aga(€) by Qo1 (€) — 2d(A1 (€, s) + Bi(€, s)) and

[XQ20(€) — 2d(A2(€, 5) + Ba(€, )] /12 respectively.
Inverse problem for functions Fj(,s), S1(s), S2(s) has the form

N S - 1 - . 1
Fiee — P—lFl = PTSl(s) + L1y (&,8) — P—F01(§)7 ¢ el-1,0],
~ SX £ X A
Fye — 5l =50 YL, X g 1
28¢ P212 2 P2l253( ) 12 2 2(&7 ) P l2 02(5), fe [O’ ]7
Fi(=1,5) =0, Fy(1,5)=0, F(0,s)=F(0,s), (a7)

1F(0,5) — 1Fpe(0,8) = —pW (0, 5),

0 R 1 N
/ﬂ(@s)df:o, /Fz(E,S)déza
0

. . € .
where the functions W; are given by formulas ¥; = [(A;(&, s) + B;(&, s)) d¢ with already known
0
flj, Ej, Jj =1,2. After some transformations, we find a solution to the problem (17):

F(g,s)=—ﬂ+Dlsh,/i§+D2ch,/Pig+

1

Pl S

\/> [ [bico - m@] s [ - 0w, gerl "

A6 9=~ Dyt g 1Dyt g+ % [ [ 1a0(60) - A Fu(@)] e - O
NSC
g [_1>O]a 5 2127

0
$ =—sDy sh\/?—i—ng ch\/T—i-\/Pls/ [leizl(g, s)—iFm(f)}sh \/?(1 +€) d,
P, . P i) 19)

Sg—SD3Shﬁ+SD4Ch6+B/ L2\Il2(§7 ) P ZQFOQ(f):| Shﬁ(l—f)dé

The values D;(s),i = 1,4 are determined from the boundary conditions (7)—(9), (11), they have
a bulky appearance and are not listed here.
The solution of the inverse problem for Hy, Ha, S2, Sy is determined by the formulas (18),
(19) with obvious substitutions of Fp;(§), Fo2(€) and Wy, s by Hpi(§), Hopa(§) and ¥y =
I R . € A
- f(Al(gv S) - Bl(gv 8)) d£7 \:[14 = f(A2(§; S) - B2(§a 8)) dg respectively.
0 0
Let there be limits lim a;(7) = of, j = 1,2,3. Then [9] hn’(l) s@j(s) = af. Using the
T—00 5—
asymptotic equalities shz = z + 23 /3 + O(2%), chz = 1+ 22/2+ O(z*), z — 0 and the obtained
formulas (16), (18), (19), it can be proved that

lim A;(&,7) = li_r}l})sflj(&s) = af, Tli_)rr;ij(g,T) = ii_r}(l)sBj({,s) = as,

lim F(6,7) = lim sFj(&,5) = Ff(€),  lim Hj(€,7) = lim sH;(€,5) = H(©),

dim Q;(6,7) = lim sQ;(&,5) = Q5(6),  lim Si(7) = lim sSi(s) = S, j=12, i=T4,

which confirms the theoretical conclusions.
Fig. 5 shows, for example, dimensionless velocity profiles W (¢, 7) (Fig. 5a) for the case when
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B €1 8inegT mpul < 7 < 7
af+e =7 mput >m7
and ¢1 = 1.5, 5 = 0.1, e3 = 0.02, 7, = 68. At 0 < 7 < 68, the temperature gradients on the

lower wall change their sign, and at 7 > 68 they reach a constant value of a§ = o§ =1 (Fig. 5b).
With 7 = 20, the real time is ¢t ~ 3500 with.

0.02 —CTalHOHAPHOE  — )
W(E, 7) — 15 o(1)
—T1=45 N

—7=170

0.01F —7=150
03

0 05 0_|5 ’ 50 100 7 150
-05
-0.01 F
_1_
0.02" 5]
a) b)

Fig. 5. Vertical component of the velocity vector W (¢, 7) (a) and temperature gradients @;(7) (b)

Conclusion

A linear model describing slow two-layer convection in a 3D layer is constructed. It takes into
account both the influence of thermocapillary forces and the change in buoyancy forces in the
layers. From a mathematical point of view, the resulting initial-boundary value problem is the
inverse. It’s stationary solution has been found, which makes it possible to trace the influence of
dimensionless parameters on the structure of flows in layers. The solution of the non-stationary
problem is obtained in Laplace images in the form of quadratures. It is proved that if the set
temperature on the lower wall stabilizes with time, then the non-stationary solution goes to a
stationary mode with increasing time. Which means it’s stability.

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation in the framework of the establishment
and development of regional Centers for Mathematics Research and Education (Agreement No.
075-02-2023-912).
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TepmokanuiasgspHas KOHBEKIS HECMEITUBAIOTIIUXCS
KMJIKOCTell B TPEXMEPHOM CJIO€ IIPU MAaJIbIX YMCJIaX
MapaHronu

BukTop K. Auapeen
MucTuryT BeraucanrensHoro monenuposanns CO PAH
Kpacnosipck, Poccuiickas Penepanus

AmnHoramusi. l3ydaerca coBMecTHasi KOHBEKIUS JBYX BS3KHUX TEIJIONPOBOIHBIX KUIKOCTEH B TPEX-
MEPHOM CJIO€, OIPAHUYEHHOM TBEPJBbIMU IIJIOCKUMM CTEHKaMHU. BepxHsisl CTEeHKa TeljIoM30JIMPOBaHA, a
Ha HIM2KHEH CTEeHKe 3aJ[aHO HeCTAI[MOHAPHOE MoJie TeMieparyp. 2KUIKOCTH TPEeIToIaraloTCs HECMETITH-
BaIOIIMMUCHA, U Ha IIJIOCKOI T'paHUIle pa3jiesa MeKJIy HUMHU 3aJaHbl CJIOXKHBIE yCJIOBUA CONPAXKEHUS.
DBOJIIONMS 3TOM CUCTEMBI ONMUChIBaeTcst ypaBHeHusimu Obepbeka-ByccrHecka B KaxK 0 *KUIKOCTH. Pe-
IIeHUe YKA3aHHON 33a9d UINETCA B KJacce MOJIell CKOPOCTEe!, TMHEHHBIX 110 ABYM KOODAMHATAM, & IIOJIA
TeMIIEPATyp — KBaJpaTU4YHble (PYHKIUHM TeX Ke KoOopAuHAT. B aToM ciydae 3a1ada peaylupyeTcs K
cucrteme 10-Tm HeMMHEHHBIX WHTEerpoaudpepeHnnaabHbIX ypaBHeHni. OHa SIBJISIETCST COMPSIZKEHHON U
obpaTHOt OTHOCUTENHHO 4-X DyHKIN BpeMernu. [ UX HAXOXKIEHUsI CTABATCS WHTETPAJIbHBIE YCIOBUS
IIepeotpeiesIeHIsI, UMEIOIINe SCHbII (PU3UIECKUl CMBICJT — 3aMKHYTOCTDb IT0TOKa. [locTaBiennas obpar-
Hasl HAYaJIbHO-KpaeBasl 3a/1a4a OINCHIBAET KOHBEKIUIO B JIBYXCJIONHON CHCTEME, BOSHUKAOILYIO BOJIM3M
TOYKM SKCTPEMyMa TEMIIEpaTypbl Ha HUKHeN TBepmoit crenke. [Ipm masbix wmciaax Mapanronu 3aa-
YJa AIIPOKCUMHUPYeTCs JuHeHHOoN (umrcio MapaHronu urpaer posib dncia PefiHosbica s ypaBHeHHH
Hasne-Crokca). HaiiieHo cranmonapHoe peleHne 31oii 3ajaun. JInHelHasi HECTAIIMOHAPHAS 33/1a4a Pe-
IIeHa METOJIOM Tpeobpas3oBanus Jlammaca, mpuyeM TeMIepaTypa MOXKET WMETb Pa3pbIBBI 1-TO poma —
M3MEHSThCS CKadKoM. B obpaszax mno Jlamracy perrenue moJsiydeHo B KBajparypax. JlokaszaHno, 9To c
POCTOM BpEMEHU OHO BBIXOJWUT Ha CTAI[MOHAPHBIA DEXKUM, eC/IM TeMIepaTypa Ha HUKHEN CTeHKe CTa-
omnusupyercss co BpemeneM. C TOMOIIBIO YHCJIEHHOTO ObpareHns mpeobpazoBanus Jlamraca nzydena
SBOJIIOIHS TIOBEJIEHUS II0JISI CKOPOCTEH B cuCTeMe TPaHCcHOPMATOPHOE MACIO — BOJIA.

Karouessle ciioBa: ypasrenusi O6epbeka-Byccrunecka, moBepxHOCTD pasjena, dnucjio MapaHronu, Tep-
MOKAITMJLISPHOCTD, OOpaTHas 3a/1a9a, mpeobpasoBanue Jlammaca.
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Abstract. Characteristics of steady-state convective flows of a liquid and a co-current gas flux under
the conditions of inhomogeneous evaporation of the diffusive type in a flat horizontal channel are studied.
A partially-invariant exact solution of equations of the thermosolutal convection is used to describe the
flows within the framework of the Oberbeck —Boussinesq approximation. It is derived as the solution
of the evaporative convection problem with the Dirichlet boundary conditions on the outer channel
walls. The influence of the external thermal load on the structure of the velocity and temperature fields,
evaporation mass flow rate and vapor content in the gas layer was investigated in the HFE-7100 — nitrogen
system.
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Introduction

Traditional approach to describe the evaporative convection in two-phase systems is based
on the use of the Navier—Stokes equations (or their approximations) supplemented by the heat
transfer and molecular transport equations [1]. The set of governing relations for determining
kinematic, temperature and concentration characteristics presents the thermosolutal convection
equations. Due to the group properties the system of equation admits a partially invariant so-
lution belonging to the Birikh class [2,3]. Such type of solutions can be used for describing
the evaporative convection in a bilayer liquid —gas system with a sharp interface in plane chan-
nels with solid impermeable walls in the frame of the two-sided approach [1|. Various well-posed
statements of the boundary value problems for the thermosolutal convection equations were anal-
ysed [4,5]. It was shown that the use of the Dirichlet boundary conditions for all the required
functions on the external boundaries of the flow domain allows one to derive the informative
Birikh type exact solution. It correctly takes into account the impact of the thermocapillary
and thermodiffusion effects, non-uniform character of diffusion-limited evaporation on the phase
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boundary as well as the influence of the thermal load applied on the channel walls. It should be
noted that non-constant evaporation rate along the liquid surface was fixed in physical experi-
ments [6]. In the present paper, the mentioned above solution of the Dirichlet problem is used to
study characteristics of gas sheared liquid flows in a horizontal channel under various intensity of
the external thermal load. Applicability conditions of the exact solution to model steady-state
convective flows of a liquid and a co-current gas flux are specified.

1. Statement of the problem and anzatz of solution

Let us consider the combined convection in a system of two viscous heat-conducting in-
compressible fluids (liquid and gas-vapour mixture) in a flat horizontal mini-channel with solid
impermeable walls y = —1 and y = h (Fig. 1). The two-phase system is in the terrestrial con-
ditions with the vector of the gravity force acceleration g = (0, —g), g = 9.81 m/s?. Basic
characteristics of this system are the velocity v;, temperature T;, pressure p; of both media, and
vapour concentration C' in the gas. Here and below, the subscript or superscript ¢ =1 and ¢ = 2
corresponds to the characteristics of the fluids in the lower and upper layers, respectively.

Ny

° °

o e oo g,
. gas - vapor mixture_ °

°

o °

0 - °
e o o

liquid

X

>
=

Fig. 1. The sketch of a two-phase system in the Cartesian coordinates

When posing the problem, the following assumptions are supposed to be satisfied.

(i) Surface between the liquid and gas phases is the thermocapillary interface T' enabling
the mass transfer due to evaporation/condensation. Only diffusive type evaporation occurs, and
convective mass transfer through I' is not considered. Here, the surface remains in the non-
deformed state y = 0. The tangential forces, induced by the thermocapillary effect and shear
stresses due to the gas pumping, act on I'. The surface tension of the phase boundary is specified
by the function ¢ = o9 — o7 (T — Ty), where o, Ty are the characteristic values of the surface
tension and liquid temperature, respectively, o is the temperature coefficient of surface tension.

(ii) The liquid volatilizes across the interface at a rate M so that the mixture of the carrier
gas and liquid vapour fills the upper layer. Vapour is considered as a passive admixture. The
Soret and Dufour effects appear in the gas phase due to presence of the volatile component.

(iii) The reference values Ty, pg, Cy characterize the thermodynamic equilibrium state of the
two-phase system. The ground state of the system described by the above-mentioned basic func-
tions is close to the thermodynamic equilibrium state or slightly deviates from it, i.e., convection
under the Boussinesq conditions is considered.

(iv) Thermal load distributed according to the linear law with respect to the longitudinal
coordinate is applied on channel walls.
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Basic factors governing regimes of convective flows in the strip confined by fixed walls are the
buoyancy force, the Marangoni effect, gas pumping and linear heating of the outer boundaries.
To describe the stationary flows of each medium the Navier — Stokes equations in the Oberbeck —
Boussinesq approximation are used:

%_,_@—0 u@—kv@——i@ v @4_@
ox oy Ox dy  po Ox 0x2  oy?)’
v v 1 Op 0%v 0%v
Y A e A T 1.1

el (Y LY sy 2
e v Oy ox? + Oy? + ox? + Oy?

The vapour transfer in the background gas is governed by the convection-diffusion equation

[7]:

or or <82T 0T <820 820)>

2 2 2 2
oC 8C_D<8C’ 9’C <8T 8T>). (12)

uaix—‘r’l)aiy— w‘f‘aiyZ'FOé W"‘TyQ
Terms vC' and §AC in the momentum and energy transport equations, respectively, as well as
equation (1.2) are taken into account to model the flow in the upper gas layer only. The following
notations are used: u, v are the projections of the velocity vector v on the Oz and Oy axes, p is
the modified pressure, pg is the average fluid density, v is the coefficient of kinematic viscosity,
[ is the thermal expansion coefficient, « is the coefficient of concentration expansion, x is the
coefficient of heat diffusivity, D is the coefficient of vapour diffusion in the gas, and the coefficients
0 and « characterize the diffusive thermal effect and the thermodiffusion effect in the gas-vapour
layer, correspondingly. It is worth noting that within the frame of the Oberbeck —Boussinesq
approximation function p describes deviation of the physical (true) fluid pressure P from the
hydrostatic one. Taking into account the hydrostatic component and equilibrium characteristics
of each fluid, one can obtain p; = P; — p;g-x. Here, p1 = po1(1+51T0), p2 = po2(1+ B2To +~Ch).
System of equations (1.1), (1.2) admits a stationary exact solution of the form

wi=ui(y), vi=0, T =Tz y)=(a+aby)z+0i(y), ",
C=C(z,y) = (b + bay)z + 6(y), pi = pil, ). '

Here, aé, bj (j =1, 2) are parameters of the solution. They satisfy some compatibility relations
dictated by the boundary conditions. Solution (1.3) as the solution of an evaporative convection
problem was first proposed in [8]. Its treatment as the partially invariant exact solution of rank
1 and defect 3 was given in [2]. Below, conditions on the outer boundaries y = —l and y = h
and on the internal interface y = 0 are formulated with regard to the solution form.

The Dirichlet boundary conditions are set on the channel walls for all required functions:

y=-l, w =0, T\=Ax+7,
(1.4)
y=h: ug =0, To=Asx+19, C=0.

Here, A; are given constant longitudinal temperature gradients that determines intensity and
type (heating or cooling) of the thermal load applied on the walls, 91, ¥2 are constants setting
an average temperature of the wall. In the general case when 7 # 15, the transverse temperature
drop is formed in the channel. Then, temperature field in the entire flow domain is characterized
by resulting non-uniform gradient with respect to y. Relations for velocity functions present the
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no-slip conditions. If vapour concentration is equal to zero then it is interpreted as the condition
of full vapour absorption on the upper wall. For the first time this condition was considered in [§].
Later, it was tested in analogical problem within the frame of three-dimensional statement [9].
The comparison of modelling results with experimental data showed that the use of such type of
condition allowed one to describe the influence of edge effects. The effects presents as significant
growth of evaporation rate near the three-phase contact line [10]. Condition C' = 0 can be
realized in experiments by the vapour freezing.
The following conditions are to be satisfied on the common internal boundary I"

0 v du1 v dUQ 6T1
= . _— = —_— = 07— =
Yy p1V1 dy P22 dy T oz’ P1 = P2,
o1y o715 oC (1.5)
K1 ay K2 ay K2 ay )

uy =ug =up, Ty =To=Tp, C=Cy[l+e(T>-Tp)|

The first two expressions present projections of the dynamic condition on the unit tangential
and normal vectors to I'. The third condition is the heat balance relation when transfer through
the interface takes place. The fourth and fifth equalities set the continuity conditions for the
velocity and temperature. The last relation gives the concentration of saturated vapour. Taking
into account the solution form and assumption on the diffusive character of evaporation, the
kinematic condition is satisfied identically. The following notations are used in (1.5): & is the
heat conductivity coefficient, L is the latent heat of vaporization, ur and Tr are common values
of velocity and temperature on the interface, respectively, e = Lu/(RT¢), p is the molar mass
of evaporating liquid, and R is the universal gas constant. The mass balance condition is used
to evaluate evaporation rate M. In the present paper, the case when M is not constant is
considered. It varies along the channel according to the linear law

M= poQ(% + a%i;), M = M(z) = My + M,z. (1.6)

Positive values of M refer to evaporation of the liquid into the gas flux, and negative ones
correspond to vapour condensation.

Additional condition that defines the gas flow rate in the upper layer closes the problem

statement: .
QZ/ pau2(y) dy. (1.7)
0

Explicit expressions for all required functions derived in the frame of the problem statement
under consideration are presented in [4]. Therein, the physical interpretation of exact solution
(1.3) is given, and the domain of its applicability for describing two-phase flows in real physical
systems is discussed. Complete analysis of the applicability conditions of this solution for all
possible problem statement was carried out [5].

It should be noted that solution (1.3) can be derived without using any assumption about
shape of the interface. The second equality in (1.5) can be considered as the first term of the
expansion of the dynamical condition for the normal stresses with respect to small capillary num-
ber Ca. The structure of the exact solution dictates the rectilinear shape of the interface within
the framework of the problem statement under study when the leading term of the expansion
leads to zero mean curvature of the interface (for details see [9]). Experimental possibility to
maintain the plane form of the phase boundary of an evaporating liquid layer blown by a gas
flux was described in [11].
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2. Calculation of the solution parameters characterizing
temperature, evaporation rate and vapour content

Substituting required functions (1.3) in governing equations (1.1), (1.2), functional repre-
sentations for velocity u;, temperature T}, pressure p; and concentration C' can be we found
(see [4]). Constants My and M, that determine evaporation rate as well as solution parameters
az, b; satisfy relations based on the boundary conditions.

First of all parameters al and a? are equal to each other, at = A as it follows from the con-
tinuity condition for the temperature on the phase boundary. Therefore, temperature functions
in the layers take the form T; = (A + aby)x + 9¥;(y). Here, A is the longitudinal temperature
gradient on I' that determines the intensity of the thermocapillary convection and evaporation
process.

Conditions of linear temperature distribution on the rigid channel walls y = —l and y = h
result in the following relations for a%: a} = (A — A1)l7Y, a3 = (A3 — A)h™ L.

Taking into account the condition of zero vapour concentration on the upper wall y = h, one
can obtain the following equality that relates parameter b, to parameter bs: by 4+ boh = 0. The
Clapeyron — Clausius equation in the linearised form gives the saturated vapour concentration on
T (the last condition in (1.5)). The consequence of this equation entails relationship b; = Cye A.
Then, by = CoeA/h.

Further, the gradient of evaporative mass flow rate M, can be directly calculated with the
help of mass balance condition (1.6):

M, = —Dps (b2 + aa%) = —ngh_l( — A(Coe — a) + aAQ), (2.1)

whereas the relation for M, that defines the average value of evaporation rate contains integration
constants included in expressions for temperature and concentration functions.

Using the heat transfer condition at the interface and expression (2.1), the following relation-
ship between a3 and a3 is obtained

Dps )\ + ko
ng,‘élg(l — 055) ’

K1

a3 = Koy + KM,, K= kao(1 — ad)

, K=

Since a3, a3 and M, depend on A, A;, As, condition on constraint is
Ay(14+ aDpoK) = A(1+ hl™'K + (Coe + @) Dps K) — A1hl™'K. (2.2)

Expression (2.2) establishes relation between longitudinal temperature gradients A, A; and
Ay on system boundaries. Two coefficients defining temperature gradients are prescribed arbi-
trarily; the third one is found according to (2.2). One should note that in a real physical system
evaporation results in cooling of the liquid surface and formation of longitudinal temperature
gradient at the interface. Thus, this gradient can be evaluated on the basis of the exact solu-
tion. According to (2.2), interfacial temperature gradient A depends on boundary gradients A;,
geometric parameters of the system and physical parameters of the fluids.

In view of the form of the exact solution, the vapour concentration function increases with
z. Since function C' is treated as mass fraction of the volatile component in the gas phase, it
has a physical meaning only if its values belong to the interval [0;1]. The extent of the flow
domain Lj where C takes on feasible values can be determined in the terms of input data of
the problem. According to the last condition in (1.5), changes in vapour content along the
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longitudinal coordinate x can be evaluated as follows: C' ~ Cy(1 + €Ax). Then, the length Ly
can be evaluated as follows Ly < (1 — Cy)/eAC).

Below, the obtained solution of the Dirichlet problem is used to study the influence of the
applied thermal load on the characteristics of flow regimes in two-phase systems.

3. Characteristics of convective regimes with
non-uniform evaporation

>k ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok skook ok ok sk ok ok ok ok ok ok sk ok ok ok sk sk sk ok sk sk ok sk ok skok sk ok sk ok sk skook skok skok skok skok sk ksk ko kok >k Let us con-

sider the bilayer system with HFE-7100 liquid and nitrogen gas as working media. Physical
parameters of fluids are given in the order {HFE-7100, nitrogen} or only for one of the media:
p={1.5-10% 1.2} kg/m3; v = {0.38-107°, 0.15- 107} m?/s; 8 = {1.8- 1073, 3.67 - 1073}
K% x={04-10"7,0.3-107*} m?/s; k = {0.07, 0.027} W/(m-K), op = 1.14- 10~* N/(m-K),
v=-05 D=07-10"°m?/s,a =5-103 K1, 6§ =10° K, L = 1.11 - 10> W-s/kg. The
equilibrium characteristics of the bilayer system are Cy = 0.45, Ty = 293.15 K; here, ¢ = 0.04
K1, 1 = 0.25 kg/mol.

Velocity and temperature fields in the system, vapour content in the gas layer and evaporation
rate that depend on the character and intensity of the thermal load applied on the external
boundaries of the flow domain are analysed. Parameters defining the external thermal action are
the longitudinal temperature gradients A;, A; and ¥, 92 (see (1.4)). Relation (2.2) is used to
evaluate the interface gradient A at various boundary gradients A;. Values of A; vary from —10
to 10 K/m, and ¥4, 95 are equal to 293.15 K unless otherwise specified. If A; < 0 (4; > 0) then
the channel wall is cooled (heated) in the direction of the longitudinal axes. For the working
media used and heating conditions under consideration, the length Lj; should be within 0.4 m.
The thickness of the liquid layer [ = 0.0025 m, the thickness of the gas layer h = 0.005 m and
gas flow rate Q = 9.6 - 1075 kg/(m?-s) are fixed for all cases under consideration.

Influence of the longitudinal temperature gradient. One of the important factors that defines
the pattern of the arising convective regime is the interface temperature gradient A. It is this
parameter which governs the intensity of the surface tension-driven convection. Considering
data listed in Tabs. 1,2, one can conclude that interfacial gradient A and other parameters of
the system are more sensitive to variations of boundary gradient A; then variations of As. In
the tables, AT denotes the temperature drop in the whole system, Tiax and |u|max are the
maximum values of the temperature and the absolut value of velocity in the system, respectively,
Chhax 18 the maximum value of the vapour concentration in the gas layer. In all considered cases
the solution predicts relative variations of the temperature and deviations of maximum values of
the vapour concentration from the equilibrium values Ty, Cy retained within 15% which can be
considered to be moderate ones.

Significant alterations in flow topology and thermal field occur with the change in A;. When
analysing basic characteristics of convective regimes, the Napolitano classification of flow types
is used in the two-layer systems on the basis of the flow topology [12]. Three basic classes are
distinguished: mixed type flows (MF), Poiseuille-type regimes (PF) and pure thermocapillary
flows (TKF). Additionally, subclasses of MF and PF that are specific to two-phase systems with
evaporation are considered. Detailed description of specific features and mechanisms causing
all possible flow regimes as well as examples of velocity, temperature and vapour concentration
fields for each mode can be found in [5]. The first form of mixed type flows (MF-1) is defined
by the specific “negative lamination” of the velocity contour near the liquid —gas boundary and
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Table 1. Parameters of the two-phase system at fixed As =5 K/m for different values of A;

Al; A; AT» ﬂnax, Cmax |U|max><7 MO : ]-04; Mz : ]-047
K/m K/m K K x1073, m/s | kg/(m?s) | kg/(m-s)
-10 —6.596 | 1.628 293.15 | 0.4216 2.423 6.9407 —2.909
-5 —2.875 | 2.097 293.15 | 0.4134 2.171 6.7669 —1.5049
0 0.846 2.23 293.15 | 0.4111 2.428 6.7193 —0.1008
5 4.567 2.024 293.15 | 0.4147 2.78 6.798 1.3034
10 8.289 1.482 293.15 | 0.4241 3.164 7.0028 2.7075

Table 2. Parameters of the two-phase system at fixed A; =5 K/m for different values of Ag

A2a Aa AT? Tmax, Cmax |U|maxxa MO ! ]-043 Mt : 1047
K/m K/m K K x1073, m/s | kg/(m?s) | kg/(m-s)
-10 2.029 2.204 293.15 | 0.4115 2.51 6.7295 1.6056
-5 2.875 2.158 293.15 | 0.4123 2.598 6.7468 1.5049
0 3.721 2.098 293.15 | 0.4134 2.688 6.7697 1.4041
5 4.567 2.024 293.15 | 0.4147 2.78 6.798 1.3034
10 5.413 1.935 293.15 | 0.4162 2.873 6.8317 1.2026

formation of near-surface reverse flow (Fig. 2(a—c)). The second type mixed flow (MF-2) is
characterized by the "positive stratification" of the velocity profile along the interface. Here,
the longitudinal velocity component is positive in both fluids (Fig. 2(d—f)). Mixed flows of the
third type (MF-3) have the velocity field similar to the Couette structure in one of the layers
(Fig. 2(g-1)) or concurrently in both layers. It was found that all three classes of mixed type
flows could be realized in the system under considered conditions.

In the general case, three subclasses of flows among the Poiseuille-type regimes were identified
[5]. However, in the considered range of boundary gradients A;, one can observe only flows with
the velocity distribution close to the parabolic one through the whole height of the channel or
simultaneously in both phases, where the longitudinal velocity component is positive everywhere.
Such a flow regime presents the PF-1 regime (Fig. 3(a—c)). Finally, pure thermocapillary flows
(TKF, Fig. 3(df)) which are characterized by global liquid counterflow can be also realized
in the two-phase system under conditions of temperature pumping with gradients A; from the
specified range. Several consecutive transitions from one type of flows to another can occur with
an increase in A; from —10 to 10 K/m. Topological regimes arising in the bilayer system under
study are specified on the map of flow regimes in Fig. 4(a) according to the given classification.
Along with the topology of the flow, the intensity of the motion also varies. It is characterized
by maximum values of the modulus of velocity |u| (see Tabs. 1,2) and it can be varied by more
than 40%. As previously mentioned, the system is less sensitive to variations in As. When As is
changed from —10 K/m to 10 K/m, a smaller number of successive transitions between regimes
is observed in comparison with corresponding variations in A;. The intensity of the flow slightly
responds to changes in the thermal load caused by variations in Ay (compare values of |u|max in
Tabs. 1 and 2). One should note that all three basic types of flows are observed in real systems
with evaporating liquid driven by the co-current gas flux [13].

The change of intensity of temperature driving forces leads not only to transformation of the
velocity field but also to alteration of the thermal picture. The solution predicts formation of the
non-uniform temperature gradient in the vertical direction for all observed convective regimes.
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5 ey a 293.4 0.414
v, mm T,K C
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0
-2.5 290.9 0
-0.42 1.04 251 0 0.02 0.04 0 0.02 0.04
u, mm/s X, m
5 d 293.7 0.42
Y, mm T,K C
292.4 0.21
0 —
-2.5 291.1 0
0 1.12 223 0 0.02  0.04 0 0.02 0.04
u, mm/s X, m
5 293.2 0.412
Y, mm £ T,K C
292 0.206
0 —
-2.5 290.8 0
0 1.10 221 0 0.02 0.04 0 0.02 0.04
u, mmy/s X, m X, m

Fig. 2. Velocity (a,d,g), temperature (b,e,h) and vapour concentration (c,f,1) fields for mixed
type flows: MF-1, A; =5 K/m, Ay = —10 K/m (a—); MF-2, A; = —10 K/m, A; = 10 K/m
(d-f); MF-3, 4; = 0 K/m, Ay = —10 K/m (g-i)

Two typical thermal patterns with a substantial "cold" zone on both sides of the phase boundary
(CNsZ) and with a cold thermocline along the interface (CThI) can emerge. The regimes with
the cool near-surface zone (CNsZ) are characterized by unstable temperature stratification of
the entire liquid layer. In this case, the gas layer is steadily stratified (Figs. 2(b, e, h),3(b)). The
evaporation effect prevails over the thermocapillary effect in these modes. Formation of the dis-
tinctive cold thermocline on the interface (CThI) is caused by the competition of the Marangoni
effect which gives rise to the thermocapillary motion of the liquid from the region with higher
temperature into the cool domain along the interface with the evaporation process resulting in
cooling of the liquid surface (Fig. 3(e)). The possibility of formation of convective modes with
the cool boundary layer near the liquid surface in the two-layer systems with evaporation was
confirmed in experiments [14]. Figure 4(b) presents a "map" of thermal regimes that depend on
the longitudinal temperature gradients A;.

The pattern of the vapour concentration field in the gas layer remains the same for all con-
sidered cases (see distributions of the vapour concentration functions in Figs. 2,3). The vapour

— 214 —



Victoria B. Bekezhanova, Olga N. Goncharova

On One Exact Solution of an Evaporative. ..

5 293.2 0.415
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Vs T, K C
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», mm T,K c
292.75 0.217
0
-2.5 291.8 0
-2.96 0.15 326 0 0.02 0.04 0 0.02 0.04
u, mm/s X, m X, m
Fig. 3. Velocity (a,d), temperature (b,e) and vapour concentration (c,f) fields: PF-1,
A1 =-5 K/m, A2 =0 K/rn (a—c); TKF, A1 = A2 =10 K/m (d—f)
a 4,.K/m b 4,.K/m
® 0 orle<$ < * * 10 Kk X
. o ors & O * ok ArSs kX
® 0 @ & & 4,.K/m * * K * * 4,.K/m
-10 -5 0 5 10 -10 -5 0 5 10
® O &5 & O S e
® 0o @1-10& o 3k sk Sk -10 % *

Fig. 4. Maps of flow regimes (a) and temperature patterns (b) in the HFE-7100-nitrogen system
subjected to external thermal load: (a) — O — MF-1, ® - MF-2, ® — MF-3, 00 — PF-1, { — TKF;
(b) — % — regime with CNsZ, * —regime with CThI

content is close to the concentration of saturated vapour Cy near the interface, and it varies
here depending on changes in the interfacial temperature gradient A whereas near the upper
wall the values of C' drop to zero. The behaviour of the vapour concentration function is caused
by changes in the evaporation mass flow rate M which significantly depends on temperature
characteristics of the interface. Since temperature gradient A is more sensitive to variations of
the thermal load applied to the substrate then similar behaviour is inherent to M (compare the
variation range for My, M, in Tabs. 1,2 and the character of their relation with changes in A
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related to changes in boundary temperature gradients A; presented in Fig. 5). If M,, is negative
then the evaporation rate M decreases along the channel and the vapour concentration in the gas
diminishes (Tab. 1). The higher is the temperature, the higher is the saturation pressure on the
gas side of the phase interface. Therefore, more liquid evaporates at the same gas pressure. If the
surface tension-driven motion is co-directional with the gas flow then evaporation is induced by
both the thermal load and the effect associated with the shear stress. The gas flux encourages the
vapour motion in the gas. It results in higher concentration gradient at the liquid —gas interface
and ensures higher evaporation rate.

M,, M, <1073 M,, M, <107
1 8
a b
-"-—-.___---""— e o e
0.5 6t
0 4+t

-10 0 10 4, K/m 2 4 6 4, K/m

Fig. 5. Relationship between parameters My (dashed lines) and M, (solid curves) and interface
temperature gradient with changes in A; (a) and As (b): A3 =20 K/m; A; =20 K/m

Thus, one can exert control over the evaporation rate and flow regimes with the intensity of
thermal pumping defined by boundary gradients A;. If it is necessary to retain the given tem-
perature head on one of the walls then one can maintain acceptable variations of the evaporation
rate by means of the thermal regime on other wall and forecast potential changes in the vapour
content.

Influence of the vertical temperature gradient. The structure of the thermal field can be
considerably transformed with conditions of thermal load with non-zero gradients A; and various
Y1 and 5. It depends on the value and orientation of the resulting temperature gradient. Since
the system behaviour is more responsive to variations of the thermal load applied on the substrate
the influence of the vertical temperature drop on the bilayer flow characteristics is investigated
when parameter ¢J; varies from 288.15 to 298.15 K. Formation of regimes with stable (Fig. 6(b))
and unstable (Fig. 6(e)) temperature stratification is studied in the transverse direction of the
whole system. One should note that solution predicts only reconstruction of the thermal field
whereas the velocity profile is not transformed with the changes in ;. According to (2.2) and
(1.6), both interface temperature gradient A and gradient M, defining the variation rate of M
along the longitudinal axes do not depend on ¢;. It remains the same for corresponding fixed
values of A; for all vertical temperature drops (quantitative characteristics for configurations
under consideration are exemplified in Tab. 3). It is regarded as a imperfection of solution
(1.3) as in this case the exact solution does not reflect the impact of the Marangoni effect.
One can conclude that the presence of non-zero transverse temperature drop does not lead to
the formation of topologically new classes of flows that differ from those described earlier and
presented in Figs. 2, 3.
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Table 3. Parameters of the two-phase system at A; = —5 K/m, A; = 5 K/m with changes in ¢,

191; AT, Tmaxa Cmax |u|max><a MO : ]-047 M:v : 1047
K K K x107%, m/s | kg/(m?s) kg/(m-s)
288.15 5.818 293.15 0.3484 2.171 5.3628 —1.5049
293.15 2.097 293.15 0.4134 2.171 6.7669 —1.5049
298.15 5 298.15 0.4784 2.171 8.171 —1.5049
~ a b 293.7 0.356
Y, mm T,K C
290.549 0.178
287.4 0
-1.69 0.59 287 0 0.02 0.04 0.02
u, mm/s X, m X, m
~ d 298.4 0.486
¥, mm T,K c
295.75 0.243
0
-2.5 293.1 0
-1.69 0.59 287 0 0.02 0.04 0 0.02 0.04
u, mm/s X, m X, m

Fig. 6. Velocity (a,d), temperature (b,e) and vapour concentration (c,f) fields in the bilayer
system at A; =5 K/m, A =10 K/m for 9; = 288.15 K (a—c) and ¢; = 298.15 K (d-f)

Despite the mentioned above defect this solution feasibly describes the qualitative interrela-
tion of the variations of the evaporative mass flow rate and the vapour content in the gas with
changes in the vertical temperature drop. The growth of deviation of the liquid temperature from
the equilibrium value T and significant deviation of vapour concentration in the gas phase from
Cy with an increase in the transverse temperature drop is observed. If 17 < Ty then the vapour
content in the gas drops. The lower is the temperature of the liquid the lower is the average
kinetic energy of the liquid volume and, therefore, the smaller is the quantity of the volatilizing
fluid. Along with this, the lower is the vapour concentration in the background gas, the faster is
the volatilization from the liquid phase [15]. With the rising temperature the average kinetic en-
ergy of the liquid volume increases. Therefore, vapour concentration C also grows accompanied
by the inhibition of growth of the vaporization rate M. If 97 > Ty then the maximum vapour
concentration is above the equilibrium concentration Cy. The solution precisely specifies this
relationship between evaporation rate and characteristics of the vapour content in the gas phase
and temperature drop in the whole system. Thus, the qualitative behaviour of evaporation char-
acteristics that depends on the transverse temperature drop in the bilayer system is adequately
described by the exact solution under study.

The applicability of solution (1.3) that describes characteristics of the bilayer system with the
transverse temperature drop is limited by values of ©¥; and ¥ providing moderate deviations of
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Cmax from Cy, namely, no more than 20-25%. For the considered two-layer system the transverse
temperature drop should be within 10 degrees, where the average temperature of duct walls ¥,
and ¥ have to be close to the temperature of the local thermodynamic equilibrium Tj.

The work of O. N. Goncharova was carried out in accordance with the State Assignment of the

Russian Ministry of Science and Higher Education entitled "Modern methods of hydrodynamics
for environmental management, industrial systems and polar mechanics" (Government contract
code FZMW-2020-0008).
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O6 oHOM TOYHOM penieHn’ 33Ja9W NCHaPUTEIHLHOMI
KOHBEKIINN C TPAHUYHbIMEU ycJioBusMu Jlupuxiie

BukTopus B. BekexkanoBa

WMucturyT BHIYMCIUTEILHOTO MOjeupoBanuss CO PAH
Kpacnosipck, Poccuiickas Peeparims

Ouasbra H. T'ornyaposa

Atralicknii rocy1apCTBEHHBIN YHUBEPCUTET

Bapmuayi, Poccuiickass @enepartus

Awnnoranusi. V3ygarorcsi XapaKTEepUCTUKN CTAI[MOHAPHBIX KOHBEKTHBHBIX TEUYEHUI YKUJIKOCTH U CITyT-
HOT'O TOTOKA ra3a B IUIOCKOM TOPHU30HTAJIBHOM KaHAJE B YCIOBUSX HEOTHOPOIHOTO HUCHapeHus auddy-
3uoHHOrO THia. Jljs onucanust TedeHnii B pamkax npubsmkenus Obepbeka—Byccunecka ucnonb3yercs
YaCTUYHO-UHBAPUAHTHOE TOYHOE DPEIIeHNe YPaBHEHUI TEPMOKOHIICHTPAIMOHHON KOHBEKIUU, ITOJIYYeH-
HOE KaK DeIlleHre 3aJa9i UCIAPUTEIbHON KOHBEKIIUN C TPAHUYHBIMHU yCaoBusMu Jlupuxiie Ha BHEITHUX
crenkax KaHaJsa. Ha npumepe cucremsl cpeg HFE-7100 — asoT uccieoBaHO BiIMSHNE BHEITHEH TEIJIOBON
HArPY3KHU Ha CTPYKTYPY IOJIEHl CKOPOCTU M TEMIIEPaTypPbl, MAaCCOBBII pAaCXO[ UCHAPEHUsl U IIapOoCOIep-
2KaHUe B rase.

KuaroueBbie ciioBa: MaTemMaTudeckasi MOJIE/Ib, KpaeBas 3a/atda, TOYHOE PellleHne, UCIIapUTeIbHasT KOH-
BEKITU.
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Abstract. Consider the critical Galton-Watson branching system with infinite variance of the offspring
law. We provide an alternative arguments against what Slack [9] did when it seeked for a local expression
in the neighborhood of point 1 of the generating function for invariant measures of the branching system.
So, we obtain the global expression for all s € [0,1) of this generating function. A fundamentally
improved version of the differential analogue of the basic Lemma of the theory of critical branching
systems is established. This assertion plays a key role in the formulation of the local limit theorem with
explicit terms in the asymptotic expansion of local probabilities. We also determine the decay rate of
the remainder term in this expansion.

Keywords: Galton—Watson branching system, generating functions, slow variation, basic lemma, tran-
sition probabilities, invariant measures, limit theorems, convergence rate.
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1. Background, assumptions and purpose

Let Z, be the population size in the Galton-Watson Branching (GWB) System at time
n € Ny, where Ny = {0} UN and N = {1,2,...}. An evolution of the system will occur by
the following scheme. Each individual lives a unit lifespan and at the end of his life produces
J progeny with probability p;, j € Npy, independently of each other at that py > 0. Newborn
individuals subsequently undergo reproduction obeying the offspring law {p;}. The population
sizes sequence can be represented by the following recurrent random sum of random variables:

Zn+1 = §n1 + §7L2 + -+ gnZn (11)

for any n € N, where &, are independent random variables with the common distribution
P{&. = j} = p; for all k € N. These variables are interpreted as the number of descendants
of the kth individual in the nth generation. The GWB system defined above forms a reducible,
homogeneous-discrete-time Markov chain with a state space consisting of two classes: Sy =

*imomov _azam@mail.ru  https://orcid.org/0000-0003-1082-0144
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© Siberian Federal University. All rights reserved
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{0} US, where S C N, therein the state {0} is absorbing, and S is the class of possible essential
communicating states. Its n-step transition probabilities

Pijin) =P{Z =7 | Zr =i} for any ke N

are completely given by the offspring law {p;}. In fact, denoting p,(n) := Py;(n), we observe that
a probability Generating Function (GF) Y. P;;(n)s’ = [fn(s)y for any ¢ € S and s € [0,1),
J€So

where f,(s) = > pj(n)s’. At that the GF f.(s) is the n-fold iteration of the GF f(s) :=

) JESo

2. pis.
J€So

The classification of S depends on the value of the parameter m := ) jp; = f’(1—), the mean

jes

per-capita offspring number. The chain {Z,,} is classified as sub-critical, critical and supercritical
if m <1, m=1and m > 1 respectively. Needless to say that f,(0) = py(n) is a vanishing
probability of the system initiated by one individual, which is monotone and lim,,_, o py(n) = ¢,
where ¢ is called an extinction probability of the system and it is smallest nonnegative root of
the fixed-point equation f(s) = s on the domain of {s : s € [0,1]}. Furthermore f,(s) — ¢ as
n — oo uniformly in s € [0, 1); see [1, Ch.I, §§1-5].

In the paper we focus on the critical case in which ¢ = 1. We assume that the offspring GF
f(s) for s € [0,1) has the following form:

fo =5+ -9 () i

1—s

where 0 < v < 1 and L(x) is slowly varying (SV) function at infinity. By the criticality of the
system, the assumption [f,] implies that 2b := f”(1—) = oo. If 0 < b < oo then v = 1 and
L(t) = bast— co.

Further, putting into practice the function

Aly) = A=y ==y _ p <1>
y

Y

for y € (0,1], we rewrite and will use the condition [f,] in the following form:

f(s) —s=(1=s)A(1—5). [£A]
Slack [9] has shown (see, also [8]) that
Up(s) : fuls) = fn(0) —U(s) as n— o0 (1.2)

" a(0) = fu1(0)

for s € [0, 1], where the limit function U(s) is the GF of the invariant measure for the system
{Z,}, and it satisfies the Abel equation

U(f(s)) =U(s)+ 1. (1.3)

Moreover, in the case when [f,] attends SV-function L(x) at zero instead of £(x), Slack [9] found
that U(s) admits a local expression

U(s) ~ as sT1
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The mean value theorem implies that f,,11(0) — f,(0) ~ f(0) — fr—1(0) as n — oo and hence
altering Slack’s definition of U, (s) to

fn(s) — fn(0)
Un(s) i= —F——"=,
L( ) fnJrl(O)_fn(O)
we see that lim,_,. U,(s) = U(s). Then Slack’s [9] arguments, in contrast to the method

in [5], made it easy to prove the following statement, called the Basic Lemma of the theory of
critical GWB systems, which clearly shows an explicit asymptotic expression for the function

R, (s) :=1— fu(s).
Lemma 1 (Basic Lemma [6]). If the condition [fa] holds then

[Sul

Un
Ruls) = (fn v -2l (14
where the function N(x) is SV at infinity and
N(n)- LV (%) —1 as n — oo, (1.5)

and the function U, (s) has the following properties:
o Uy(s) = U(s) as n — oo so that the equation (1.3) holds;
o limg4 Uy (s) = vn for each fizred n € N;
o U,(0) =0 for each fized n € N.

First direct result of the statement of the Basic Lemma 1 is certainly an expression of survival
probability of the family of one individual in a form of

N(n)

Qn:=P{Z, >0} =R,(0) = o)

In our discussions an important role plays the following assertion, which we call the differential
analogue of the Basic Lemma 1.

Lemma 2 ([6]). Let the condition [fa] holds. Then the following relation is true:

Ri(6) = —n(o) ) (16)

where the function ¥, (s) has following properties:

o 1, (s) is continuous in s € [0,1), for alln € N and

Sy <1,

f(fuls))
o Y(s) :=lim,, oo Un(s) exists for s € [0,1) and

fl(s)<e(s) <1 and  (1—)=1.

— 222 —



Azam A.Imomov, Sarvar B.Iskandarov Further Remarks on the Explicit Generating Function. ..

By definition £ (Az) /L£(x) — 1 as @ — oo for each A > 0. Then it is natural that

L (A\x)

ay(z) = 2

decreases to zero with a certain speed rate at infinity. With a known rate of decrease of ay(z),

the function £(*) is called SV at infinity with remainder; see [2, p. 185].
The following statement is also known, which is an improved analogue of the Basic Lemma 1.

Lemma 3 ([4]). Let the condition [fA] holds and ax(z) = o (L (z)/x"). Then
1 1 1+v
AR.(3) Al—s 7 'hl[A(l — s)yn+ 1] + pu(s), (1.7)

where py(s) = o(Inn) + 0,,(s) and, o, (s) is bounded uniformly for s € [0,1) and converges to
the limit o(s) as n — oo which is a bounded function for all s € [0,1).

The peculiarity of the Lemma 2 is that it perfectly generalizes an analogous statement estab-
lished in [7, Theorem 1], in which the offspring law variance was assumed to be finite and later
refined under a third finite moment assumption in [3, p. 20]. In both papers just mentioned,
v =1and A(y) =y, and thereat f”(1—)n/2 appeared instead of the first term vn and moreover,
the subsequent tail terms are found on the right-hand side of (1.7).

In accordance with our purpose, we now recall the following theorem, which shows the explicit-
integral form of the invariant measure GF U (s).

Theorem 1.1 ([6]). If condition [f,] holds and ax(z) = o (L (z)/z"), then
(1) the GF U(s) is
[ ¥(y)
U0 = [ T 49
where () is continuous in s € [0,1], and f'(s) < P(s) < 1;

(2) the derivative U'(s) has the following representation:

U'(s) = (1—5%8()1—3) (1.9)

where P(s) =1+ O(A(1—s)) as s T 1.

In the last statements inequality estimations for the functions 1, (s) and (s) were announced,
but explicit expressions were not obtained for them.

In this paper, in addition to the assumption [fa], we adopt the remainder term rate of the
SV-function L(x) to be

ax(z)=0 (EJE;C)
that is more exact decreasing speed rate condition, than it was assumed in contents of the
Lemma 3 and in the Theorem 1.1.

Our purpose is as follows. First, we improve the result of Theorem 1.1 by finding an explicit
expression for the function U(s) that is more exactly than in (1.8) and an explicit expression
for the “undesirable” function ¥(s) in the equality (1.9) depending on GF f(s) and f’(s). This
contributes to the refinement of the formula (1.6), pointing to the explicit form of the function
¥, (8). In this issue we propose another proof of the Lemma 2 that improves its content. Next,
using condition [R.], we find the main part term in the asymptotic expansion of the right-hand
side of (1.6) with an estimate for the remainder term. All these results facilitate to refine some
limit theorems.

The rest of this paper is organized as follows. Section 2. contains main results. Section 3.
provides the proof of main results.

> as T — 00, Rl
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2. Main results

In this section we present our main results. Let

V(s) = m and J(s):= 1= f1s) 1.

Theorem 2.1. If condition [fa] holds, then
(1) the GF U(s) has the following form:

U(s) = V(s) — V(0); (2.1)
(2) the derivative U'(s) has the following expression:
U'(s) = J(s) f(fl (2.2)

Remark 1. Undoubtedly, the function U(s), as the limit of the generating function, admits the

form of a power series expansion U(s) = 3 ujs?, where u; = Y wpPrj(1) and ;g ukpl = 1;
JjES keS

see [9, Lemma 4. Then relation (2.2) immediately implies that

J(O) _ 1—po —101'
vpo vpd

uy = U'(0) = (2.3)

Next, differentiating the Slack’s altered definition [Sy| we have
__R.(s)
QnA(Qn)

Thus, we can interpret the statement of the Lemma 2 in terms of the convergence U}, (s) — U’(s)
as n — 0o0. So we provide its refinement in the following theorem.

Theorem 2.2. If conditions [fx] and [R.] hold, then

U () = U'(s) (1 +0 (;)) S (2.4)

where U'(s) has the form of (2.2).

Un(s) =

The assertion of Theorem 2.2 provides the following important limit result. Let
1

Ny (n) = L7 (Qn

Theorem 2.3. If conditions [fa] and [R.z] hold, then the sequence {Py(n) = Py{l}(n)} is SV
at infinity such that

o (B () e o

where uy s given in (2.3). Moreover

) and P,Ej}(n) = (Vn)(H”)/”pj(n).

(Vn)l/”

Nu(”) LYY (Nu(n)

)—>1 as n — oo

and
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The statement of this theorem can be generalized for all j € S as follows.

Proposition. If conditions [fa] and [R.] hold, then

'Pij}(n)
N, (n)

1+v)%1 1
Un:—( +v) nn+0(nn) as n — oo.
n n

=u; - (140y),

where

202

We leave the proof of Proposition until our next works.

3. Proof of results

We will need the following auxiliary statement.
Lemma 4. Let condition [fa] holds.

1. Then
p(s) == ‘V—J(S)‘ —0 as sT1. (3.1)

2. If, in addition [R.] holds, then
p(s) =0 ((1- s)") as st1. (3.2)

Proof. From representation [fa] we have

L—f'(s) =A(1l—s)+ (1 —s)A(1—s). (3.3)
On the other hand, it was proved in the book [2, p. 401] that
yA'(y)
— v as 4 0.
Aw) !

Then it follows

1—f'(s) (1=98)A'(1—25s)
(s) A=) A=) — v as s7
which implies (3.1).
To prove the second part we first write

yA'(y)
vA(y)

with some continuous 6(y) being that é(y) — 0 as y L 0. And then we follow the corresponding
arguments in [6, p.126], relying, in contrast to them, on the condition [R.]. Then we obtain in
this issue that

=1+ 4d(y), (3.4)

5(y) =O(A(y)) as ylo.

Continuing discussions in accordance with [6, p.126], we see that Cr := L(co—) < oo and
[Re] <= L) =Cc+0(z7") as x — oo. (3.5)

Therefore it follows d(y) = O (y~") as y | 0. Then using this conclusion, combining relations
(3.3) and (3.4), we get to the estimation (3.2).
The lemma is proved. O
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Proof of Theorem 2.1. Put

Ma(s) =1 W. (3.6)

Using relations (1.2) and (1.4), in [6, p.131] proved that
nM,(s) — U(s) as n — 0.
Moreover, it was shown there [6, p.130] that

1
lim —
n—oo UN

1 1
M) A= s)] =L (8.7)

Combining (3.6) and (3.7), we obtain

U(s) = 1Lm nMy(s)
= limn|l- AL=s)  porn+1 =V(s) —V(0)
T onSoo po A(l-s)vn+1 B .

We accounted for A(1) = £(1) = po in the last step. The relation (2.1) is proved.
The proof content of second part is short due to (3.3). Write

_ A (1-5) _ 1—f’(s)—A(1—s).
vA2(1—ys) v(l—s)A%2(1—ys)

U'(s) =V'(s)

The right-hand side is easily transformed to the form of those part of (2.2).
The theorem is proved completely. O

Remark 2. Repeatedly use of Abel equation (1.3), with considering of relation (2.1), yields

1 1
- =vn.

A(Rn(s)) Al —s)

It more exact refines the well-known statement mentioned in (3.7), indicating the absence of the
limit operation as n — oo on the left-hand side. Then under the condition [fa] it follows that

Qn = N, (n) (1 1(1+0(1))) as n — oo,

(Vn)l/y - povn

where N, (n) = L7V (1/Q,).
Proof of Theorem 2.2. Repeatedly using (1.3) entails U (f,(s)) = U(s) + n and hence

Ul
U’ (fu(s))

Using relation (2.2) in last equality, in our notation we have

fu(s)

J(s)  Ru(s)A(Ru(s))

() = TT(Ra(s)) A=A —s)
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We recall now to relation (2.2) and the Lemma 4. Then
1
J(Rn(s)) = v+ O(RL(s)) =1/+(’)(n> as n — 0o

and

J(s)

S0 —sAi_s) U@k

Formulas (3.8) and (3.9) complete the proof of the theorem.

Proof of Theorem 2.3. First, in our assumptions, we rewrite (2.4) as follows:

R.(s) = —U'(5) Ru(s)A(Ru(s)) (1 +0 (1>> I

n

Then, since R}, (0) = —p;(n), letting s = 0 implies

p1(n) = U’ (0)Qn A (Qu) (1 e <i)> as oo

Using Lemma 3 we obtain

1 1 1 1
A(Qn):m<1— ;_VVT—FO(I::)) as n — o0

and

—1/v
0u= 0 (v )y

(vn)t/v 202

Further, combining (3.10)—(3.12) produces

pi(n) =u Ny (n) (1(1+V)2hm+o(hm)> as m— 0o,

! (vn)At+v)/v 2V n

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)

where NV, (n) = L7/ (1/Q,) and u; is defined in (2.3). It is known that @, = N'(n)/(vn)'/”
which is a result of Lemma 1, where N (x) is SV at infinity with the asymptotic property (1.5).

In accordance with this property we write that

as mn — oQ.

1=N,(n)- LV (an) = N, (n)- LV <(Vn)1/"> _Nu(n)

N(n) N(n)

Then it follows
(l/n)l /v

N, (n)

Nt £

)—>1 as n — 0o.

But by virtue of (3.5)
Ny(n) =Cxn+ 0O (n7") as n — oo,

where Cyy = C’;l/y. Recalling now denotation P, (n) := (vn)**)/¥p,(n), we transform the

asymptotic relation (3.13) to the form of (2.5).
The proof is completed.
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HanbHeiinme 3aMedaHus O SBHOM BBbIPDaKEeHUN
nmpou3Bosieii pyHKITMM MHBAPUAHTHON Mepbl
KPUTUYECKUX BeTBANuxcsa cucremM laabroHa-Barcona

A3zam A.HmomoB
Kapmmackuit rocyqapcTBeHHBIN YHUBEPCUTET
Kapmm, Y3bekucran

CapsBap B. UckangapoB
YPpresuckuil rocyJapCTBEHHBIN YHUBEPCUTET
Yprenu, Y36eKucran

Awnnoranusi. PaccMoTpuM KpuTHYecKyo BETBSINyIOCs cucteMy [anbrona-Barcona ¢ 6eckonedHO muc-
repcueil 3aKOHa IIPEBPAIIEHHs OJHON JdacTullpl. IIpejiaraeM apryMeHTbl, ajbTepHATUBHBIE aPI'yMEHTaM
Curelika [9], KOTODBIi Halllesl JIOKAJIbHOE BbIDAyKEHNE B OKPECTHOCTH TOUKH 1 IIpom3BojsIuell GyHKIum
JUJIsI MHBADUAHTHBIX Mep BeTBsileiicst cucreMbl. Mbl ostygaem riiobasbHoe BeIpaxkeHue Jyisi Beex s € [0, 1)
9TOI MPOU3BOAAIIEN PYHKIMK. YCTAHABINBAEM YIIYUIIEHHBIA BAPUAHT JuddepeHnnaaIbHOro aHaIora 0c-
HOBHOM JIEMMBI TEOPUU KPUTHYECKUX BETBSIIUXCS CUCTEM. DTO yTBEDPXKIEHHME UIPAET KJIIIOUYEBYIO POJIb
B (POPMYIUPOBKE JIOKAJIBHON TPEIeTbHON TEOPEeMBI C SIBHBIMH UJIEHAMHU B ACHMIITOTHIECKOM pPa3jIozKe-
HUU JIOKAJIbHBIX BeposiTHOCTEH. Mbl TakxKke ompejiesisieM CKOPOCTh yObIBAHMS OCTATOYHOIO YJIeHA B 9TOM
PAa3JIO’KEHIH.

KuaroueBrbie ciioBa: BerBsrmmecs: cucreMmbl [asmbrona—Barcona, nmpousBopsimue (OyHKIANA, MeIIeHHOE
M3MeHeHNe, OCHOBHAs JIeMMa, IEePEeXOIHbIe BEPOATHOCTH, MHBAPUAHTHBLIE MEPbI, NIPEIE/JIbHbIE TEOPEMBI,
CKOPOCTB CXOIUMOCTH.
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Abstract. The flow in the far axisymmetric momentumless turbulent wake is described with the use of
a mathematical model based on k — £ semi-empirical model of turbulence. A group-theoretical analysis
of the mathematical model of the wake is performed. The similarity reduction of the model to a system
of ordinary differential equations is obtained. Asymptotic expansion of the solution in the vicinity of a
singular point is used to construct approximate solution of corresponding boundary value problem.
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Introduction

Turbulent momentumless wake behind body of revolution was considered in many publica-
tions (see, e.g., [1-17] and references therein). The turbulent axisymmetric wake has been studied
experimentally [1-6]. These experiments showed that wake asymptotically tends to self-similarity
at a relatively small distance from the body.

Theoretical analysis of the self-similarity of the wake was performed in [7-12]. In these works
asymptotic behaviour of the far wake was investigated. The non-linear eigenvalue problem for
turbulent energy, its dissipation rate and velocity deficit was solved numerically Hassid [10]. Ex-
ponents in the power law were also obtained. The asymptotic behaviour of the wake was analysed
[12] using the theory of self-similar solutions of the second kind [18]. The similarity solution of
the second-order turbulence model was obtained analytically and the process of transition to
self-similarity was studied numerically. It was found that a single-point spectrum of solutions of
corresponding eigenvalue problem for turbulent energy and dissipation rate exists. Moreover, it
was shown that wake parameters is weakly dependent on empirical constant Ces.

Numerical modelling of the axisymmetric momentumless turbulent wake was carried out using
different semi-empirical turbulence models [13-17].

Mathematical model based on k—e semi-empirical model of axisymmetric momentumless wake
was used to tackle the problem of degeneration of the far turbulent wake behind a self-propelled
body in a passively stratified medium [19-22]. The model was reduced [20-22] to a system of
ordinary differential equations using group-theoretical analysis [23] and the B—determining equa-
tions method [24]. The boundary-value problem for the reduced system was solved numerically

*schmidt@icm.krasn.ru
(© Siberian Federal University. All rights reserved
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using shooting method. Self-similarity index was determined during calculation process. An
approach to determine self-similarity index has been suggested [25] where approximate solution
to a model of the far plane momentumless turbulent wake was constructed using asymptotic
expansion of the solution in a vicinity of the singular point.

This work is a continuation of studies presented in [20-22, 25]. In this paper an approximate
solution was constructed to describe flow in the far axisymmetric momentumless turbulent wake.

1. Similarity reduction

The following semi—empirical model of turbulence is used to describe flow in the far axisym-
metric momentumless turbulent wake
oU. 1 10 ( 62 oU- 1)
°w 9

Uoge = var \O" = ar

Oe 10 e? de

Uooe = var <Cﬂ’”gar) -8 @
e _10 (Cy €e0e) ., &
9z  ror =2

Here U; = U — Uy is the deficit of the mean longitudinal velocity component, k is the kinetic

r
o € Or

energy of turbulence, and ¢ is the kinetic energy dissipation rate. It is assumed that fluid is
incompressible and the flow is steady. Moreover, in what follows the undisturbed flow velocity
Uy is taken to be unity.

The empirical constants are as follows

C,=0.136, 0 = 1.3, Cey = 1.92.

The empirical constant C), has a modified value of 0.136 because model (1)-(3) was constructed
as a simplification of more complicated algebraic model of Reynolds stresses [26-29].

The consequences of equation (1) is the following law of conservation of total excess momen-
tum

J= / rUvdr = 0. (4)
0

A theoretical-group analysis [23] is used to construct self-similar solution. The Lie algebra
basis of equations (1)—(3) consists of the following infinitesimal generators

9 P P 9 P P P P P
X =2 x= 2 xoe0 - xy=al 00 ? 3.9 xo—p Y 0l 10,9
1= g M2 =g X =Uigp Xa=agn —2eq-—3e5, Xo =rgod2eq 425

Using linear combination of operators X3, X, and X5 it is not difficult to obtain the following
representation for solution of (1)—(3)

Uy = 2PUs(t), e=2?*2K(t), e = 2> 3E(t), t =r/z%, (5)

here t is the self-similar variable, « and g are arbitrary constants appearing in the linear combi-
nation of operators X3, X, and Xs.

Using representation (5) the initial mathematical model (1)-(3) can be reduced to the fol-
lowing system of ordinary differential equations

KUY K KE' K
C#T2+ (C“E <2K’— = +t) +at) Uy — BU> =0, (6)
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Ch

K2K" KK"? K? (E 1

E 1
C,K2E" C,K?E? (C,K (. , K , E?
S ) 2o+ 2 t)E —Ce — (2a—3)E=0. (8
o E s B2 ty) e g — (20=3) (8)

o E
Solution of reduced system (6)—(8) has to satisfy the following conditions

U3(0) = K'(0) = E'(0) = 0, 9)

Us(a) = K(a) = E(a) = 0. (10)

The first group of conditions take into account that flow is symmetric with respect to the Ox
axis. The second group of conditions follow from the requirement that flow is undisturbed outside
the turbulent wake domain. The value of a is related to the turbulent wake semi-width and it
can be set equal to unity in the following calculations by virtue of the invariance of equations of
reduced system (6)—(8) with respect to the scaling transformation. It should also be noted that
coefficients of system (6)—(8) have singularities in the boundary conditions.

2. Approximate solution

According to the results presented in [25] to construct approximate solution of boundary-
value problem (6)—(10) asymptotic expansion of a solution of equations (6)—(8) near the singular

point t =1

U2 = ul(l — t)10/7 —+ U2(1 — t)17/7 + 7.L3(1 — t)20/7 + U4(1 — t)24/7 -+ U5(1 — t)27/7+

31/7 (11)
Fug(1 — )37 4 ur (1 — )37 4 o(J1 — 777,
K = kl(l _ t)lO/? + k2(1 _ 25)17/7 + k3(1 _ 25)20/7 + k’4(1 _ t)24/7 + k5(1 _ t)27/7—|- ( )
12
k(L= 0)%/7 4 ke (1 = £)/7 + o(|1 - '/7),
E = 61(1 _ t)13/7 + 62(1 _ t)20/7 + 63(1 _ t)23/7 + 64(1 _ t)27/7 + 65(1 _ t)30/7+ (
13)
teg(1— )33/ 4 er(1— )37 4 o(|1 — t**/7)
is patched at the point t = 0 with an expansion of the solution near t = 0
Us =Up+ Oéth + Ot4t4 + OLGtG + Otstg + O(tg)7 (14)
K = Ko + Bot® + Bat® + B6t® + Bst® + o(t?), (15)
E = Eo + 7t® + yat* + v6t° + 7st® + o(t%), (16)
where
12580 Ey 1258U0E3 [ 124E,
e = — 600 125 25
2T T6sKZ 0 M T 18496K: \ Ko o+ 1250425 ).
1258U0E3 E2  100E0(30062c — 24803 — 20481)
=— ——————— | 469488— —
46 = T 45278208K8 K2 Ko

— 418500002 + 10750003 — 625008% — 868750c — 500004 + 1344375),
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ag =

B =

By =

Bs =

s =

Y2 =

Va4 =

Y6 =

Y8 =

125480, B4 B} 400E0?(15958860c — 9116853 — 5144117
_ 1B () yoz79072F0 ( o — 9116857 )_
19262690304 K8 K; K3
_ 2500E0(100629560% — 115633003 + 310003 — 126449660 + 7242754 + 3240202)

Ko
+ 134442500000 — 39356250000 3 + 312500000032 — 781250032 + 15625187500a* —

— 70765625008 — 1562500037 — 23595718750cr + 11744531253 + L")909437500)7

125Eq

2Ko(a— 1)+ E
68K§( ola —1) + Ey),
125E2 (872E2 K,

— (4460 — 1921) — 100(14 -1
36992K§’< K2 + Ko( 6a —1921) — 100(14a + 9) (e — 1) |,
125E3 386136E; . E? Ep 9
—2-2(1091094c + 44131) — 25— — 262642

226391041(3( I Kg( 091094 + 44131) 5K0(97608a 626420+

+61109) + 625(c — 1)(36560% + 41900 — 1911)),

1255 11354880068 B3
— 429 (464953518a — 134090393
24631345152K] ( Kd K5 “ J+

2

E E
+ 2575 (5822203400 — 2828037920 + 15406827) + 625%(31897184043 — 8760395802
0 0

+49562507ac — T217483) — 31250(cr — 1)(2163360° 4 6305960 — 5966080 + 113937)),

13E2 [ 48Ey
50a — 75

136K§< K, o :

1353 (59808E2  200E,

86a — 663) — 625(28a + 37)(2a — 3

73984K§( K2 TR, (86— 663) (28 +37) (2 = 3) ),

13E4  [52068864E3  GO0E? 1250, ,

- 176050 + 179049) — 5632402 —

452782081(3( K3 Kz ot )~ T, (6824a

— 234744a — 26877) + 15625(2a — 3)(191202 + 34600 — 471)) :

2500 E2

(139483480 + 4637301) + ———
KO

13E  (52068864E3 1920053

45278208 K& KE K3

15625E,
0

— (390625(2a — 3))(2365440° + 83302002 — 455825 + 49755)).

+ 144240370« + 705225) +

Representing (11)—(13) as a power series at t = 0

(2263225920 +

(350064160° — 1229239160> 4 295529560 — 1486725)—

Us = Qg + ant + ot + ast® + aut® + ast® + aet’® + art’ + ast® + o(t?), (17)
K = Bo + But + Bat? 4 Bat® + Bat® + Bst® + Bet® + Brt™ + Bst® + o(t%), (18)
E = + Fut + Fot® + 5t + Fut? + 75t + 36t® + 7t + 3st® + o(t%), (19)

where

1
Qg =u1+ us+ uz+ ug+ us+ ug + u7, @y :—?(10u1+ 1Tug+ 20us + 24us+ 27us+ 30us+ 3lur),

Qo =

1
@(15U+85U2 + 130ug + 204uy + 270us + 345us + 372u7),
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1
343 ——(20u; — 85ug — 260u3 — 680uy — 1170us; — 1840ug — 2108uz),
1
Qy = 2401 ——(55uy — 85uy — 65u3 + 510ug + 1755us + 4140ug + 5270u7),

1

as = 16807(198u1 187us — 104ug + 408uy + 351us — 1656ug — 3162u7),
1

% =T77619 (825u; — 561up — 260usz + 748uy + 468us — 1380ug 08uy),

Q7 zm(26400u1 — 14025ug — 5720usz + 13464uy + 7020us — 16560ug — 23188uy),

as :m(l%ﬂmul — 6100ug — 20735u3 + 42075u4 + 19305us — 39330ug — 52173uy),
Bo =ki+ ko+ ks+ ka+ ks+ ket7, Pr1 = —;(10k1+ 17ka+ 20k3+ 24ky+ 27ks+ 30ke+ 31k7),
B2 =
B3 =
B1=
Bs =

E(15k1 + 85ky + 130k3 + 204ky + 270ks + 345ke + 372k7),

313 ——(20k; — 85ke — 260k — 680ks — 1170k5 — 1840ks — 2108k7),

2101 ——(55k1 — 85ke — 65ks + 510ks + 1755k5 + 1840ks — 2108k7),

16807(198/€1 187ky — 104ks + 408k 4 351ks — 1656kg — 3162/€7),
BG :m(825k‘1 — 561ky — 260k3 + 748k4 + 468ks — 1380kg — 2108k7),
57 Zm(26400k’1 — 14025k — 5720k3 + 13464k, + 7020ks — 16560ks — 23188]@’7),

Bs = (128700k1 — 56100ky — 20735k3 + 42075k, + 19305ks — 39330ke — 52173k7),

40353607
1
Yo =€1 +e3+e3+eqs+es+eg+er, Y= —?(1361—% 20es+ 23e3+ 27e4+ 30es5+ 33eg+ 3467),

Yo = (3961 + 130eq + 184e3 + 270e4 + 345e5 + 429¢6 + 459¢e7),

49

s = 34113 (131 — 260e; — 552e3 — 1170e4 — 1840e5 — 2717eg + 3060e7),

T =3 4101 (26e1 — 65e2 + 2763 + 1755e4 + 4140e5 + 8151eg + 9945e7),

¥ =1 6;07(7861 104es + 276e3 + 351eq — 1656e5 — 8151eg — 11934er),

Y6 :ﬁ(z%el — 260e3 + 552e3 + 468e4 — 1380e5 — 2717 — 1989¢7),

V1 :576}%(829461 — 5720e3 + 10488e5 + 7020e4 — 16560e5 — 24453 — 15912¢7),

s =W13607(3732361 — 20735¢2 + 340863 + 19305¢4 — 39330e; — 48906¢5 — 29835¢7),

and equating like powers of ¢ in (14)—(16) and (17)—(19), the system of 27 algebraic equations
with 20 unknowns «, 3, Uy, Ko, Eo, u;, ki, e;, i = 1,...,7 is obtained. The equation for E at t®
is omitted. This system of algebraic equations is solved numerically. The solution of this system
is facilitated because (6) is split off from (7) and (8). The described procedure is initially applied
to equations (7) and (8) to find

a = 0.2208287460, Ky = 0.7998977201, FEy = 0.9205281496, k; = 4.111142059,
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ko = —22.05686118, k3 = 40.76497218, k4 = —49.00284702, ks = 43.42154950,

ke = —31.82206053, k7 = 15.38400271, ey = 10.09175704, e = —85.15426605,

e3 = 173.9330323, e4 = —224.1225187, es = 205.3920322, es = —154.4430672,
er = 75.22355867.

a 0.9 b
0.7 0.8
0.6 0.74
0.5 0.67
0.5
K 0.41 B
0.4
0.3
0.3
0.2
0.2
0.1 ol
0 |
0 0.2 0.4 0.6 0.8 I 0 0.2 0.4 0.6 0.8 I

Fig. 1. Profiles of approximate and numerical solutions: a — the kinetic energy of turbulence;
b — the kinetic energy dissipation rate; ¢ — the deficit of the longitudinal averaged velocity
component; solid lines — numerical solution, dotted lines — approximate solution
Obtained values are unique, taking into account (9), (10) and conditions
a, Ko, Eg >0; K'(t),E'(t) <0, te(0,1).

Further, equation (6) is considered in a similar way and the following values are determined:

Up=1, B =-1.698508059, u; =—10.17461628, wus = 101.0215753, wus = —191.1549873,
ug = 238.1557643, wus = —197.6563167, ue = 79.67680195, wuy; = —18.86822130.
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In order to increase accuracy one of the algebraic equations for determining coefficients of asymp-
totic expansion (11) is replaced by integral relation (4).

The obtained values a, Ky, and Fy are used to solve boundary value problem (6)—(10) by the
shooting method. As a result of numerical calculations the following values were found: Ky =
0.79617, Ey = 0.92053, and 8 = —1.822. The difference between approximate and numerical
solutions does not exceed 5% (see Fig. 1).

Thus, at large distance behind the body the flow in an axisymmetric momentumless turbu-
lent wake is characterized by the following laws of similarity degeneration: Uj(x,0) ~ z~1:822
e(z,0) ~ 271558 g(z,0) ~ 272558 | ~ 20221 (] is the width of the wake). The established laws
are consistent with those presented in [12,17,21,22,].

The author is grateful to Professor O. V. Kaptsov and Professor G. G. Chernykh for their at-
tention to the work.
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ITpubamkeHnHoe penieHne Moae N JaJdbHEero 0e3bIMITYJIbCHOTO
OCECUMMETPUYHOTO TypOyJI€EHTHOTO cJjie/ia

Aunekceii B. IIImuar
WMucturyT Boranciureasaoro mogenuposanuss CO PAH
Kpacnosipck, Poccuiickas Pemepariust

Awunoranusi. JIns ommcaHus TeYeHUsT B JAJTbHEM OCECUMMETPHYHOM OE3BIMITYJILCHOM TYpPOYIEHTHOM
cJie/ie TIPUBJIEKAETCA MOJIEe/Ib, OCHOBAHHAsS HAa Kk — € MOedu TypOyJIEHTHOCTH. BBINIOSIHEH TEeOpeTHKO-
rpymnnoBoii ananu3 monesu. Ilosydena aBToMoiesIbHAA PEIyKIIAA YPABHEHNN MOJEIN K CHCTEMe OOBIKHO-
BEHHBIX ubdepeHITnalbHbIX ypaBHennii. J[Jist mocTpoennst mpubINzKEHHOTO PEIeHIsI COOTBETCTBY IOIIEH
KPaeBOil 33/1a41 UCIIOIB3YETCs ACUMITOTHIECKOE PA3JIOKEHHUe PEIeHUsT B OKPECTHOCTH OCO0O TOYKU.

KuaroueBrnle ciioBa: qajbHUil 6€3bIMIIYJICHBIN OCECUMMETPUYHBIN TypPOYIEHTHBIN CJIe]T, IPUOIIKEHHOE

penienue, aCUMIITOTUYIECKOE PAa3JIOKEeHUe.
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Abstract. In the field of condensed matter physics, machine learning methods have become an increas-
ingly important instrument for researching phase transitions. Here we present a method for calculating
the universal characteristics of spin models using an Ising model that is exactly solvable in two dimen-
sions. The method is based on a convolutional neural network (CNN) with controlled learning. The
scaling functions prove the continuing type of phase transition for the 2D Ising model. As a result of the
proposed technique, it has been possible to calculate correlation length directly.

Keywords: machine learning, convolutional neural networks, Monte Carlo methods, Ising model, scal-
ing, correlation length, magnetic susceptibility.

Citation: A.A.Chubarova, M.V. Mamonova, P.V. Prudnikov, A Study of the Scaling
Behavior of the Two-dimensional Ising Model by Methods of Machine Learning, J. Sib.
Fed. Univ. Math. Phys., 2024, 17(2), 238-245. EDN: MDLPVA.

Machine learning methods over the last few years have proved as a good tool for analysing
multicomponent complex systems [1-3]. Different machine learning methods have been developed
for study such systems [4-6]. Convolutional neural networks (CNN) [7] are traditionally used to
investigate phase transition classification problems where no prior knowledge is assumed. This
method is well applicable to any spin models [8,9] also.

Machine learning methods look like a "black box" and the typical problem is "how to prove
CNN classification without traditional methods". Machine learning can test a fundamental
features of critical phenomena [10,11], such as the long-range ordering and scaling,.

Using the two-dimensional Ising model [12] as a basis for analysing the critical behavior of a
spin system, we propose an alternative methodology for studying the critical behaviour of spin
systems through the use of machine learning techniques [12].
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1. Model and methods

We calculate the system using the classical representation. Ising model Hamiltonian with
spin states S = £1 on a square lattice.

J N
H:—2<Z>Sisj, (1)
%,

where J = 1 is the exchange interaction constant, J > 0 for the ferromagnetic model. A linear
lattice size of L determines the number of spins in the system, and N = L x L.

We used a CNN model with controlled learning to study the universal characteristics of spin
systems. This CNN model is divided into two sets of convolutional layers by a pooling layer
— followed by a dense layer with a softmax activation function. The neural network output
layer contains two nodes whose values are real numbers in the interval [0;1] and correspond to
the probability of detecting the system state in the high-temperature (HT, T' > T¢) or low-
temperature (LT, T' < T¢) phases.

1, T < T.— low-temperature phase, (LT)

M> = { . 2)

0, T > T, — high-temperature phase, (HT)

A supervised type of training is used, for which a large number of configurations are generated.
The neural network training process was performed on the data set of correlation matrices, the
values of which were determined for each spin configuration. The correlation matrices were
obtained using the next equation (3).

Ci = (Sz7y5x+L/2,y + Sﬂc,ysx,y+L/2) ; (3)

|~

where the correlation function takes into account the interaction of spins at a distance equal to
half of the lattice.

T=18 T=20 T=2265 T=2412 T=29

Fig. 1. Example of correlation matrices for training a neural network at different temperatures
for linear size L = 64

The Binder cumulant of 4-th order (4), which is commonly used to find the critical temper-
ature, was taken to construct the scaling relationship by Monte Carlo methods.

(m*) |

(m?2)?

UL(T) = {3 _

: (1)

The methodology proposed for the calculation of universal characteristics using CNNs allows
us to calculate the correlation length functio [10] describing the stepped recession near the critical
point of the phase transition.
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The results obtained with CNN were compared with the results of classical Monte Carlo cal-
culations to confirm the correctness of the results obtained with the help of CNN. The correlation
length function is presented in the equation (5).

1 (M?)
2sin § (@) (5)

£/ =
where

1 2
0=y ©

n=1

§ Siei(Inmnj
A

The method proposed by us also allowed us to calculate the temperature dependence of the
magnetic susceptibility

A(T) = LT (7)

a comparison with the classical calculations (eq. 7) was also carried out to check the correctness
of the CNN results [10].

The calculation of two cases was carried out to verify the successful applicability of the
proposed methodology and to identify the distinctive features of machine learning techniques:

e A low number of temperature steps (150) and a large number of Monte Carlo steps for
relaxation (30 000 MCS/s) and averaging (50 000 MCS/s).

e A large number of temperature steps (2 000) and a small number of Monte Carlo steps for
relaxation (3 000 MCS/s) and averaging (5 000 MCS/s).

The training dataset consisted of 200 statistical configurations, of which training was performed
on 100 configurations.

2. Result of machine learning technique

Using the predicted values from the low-temperature phase, the scaling function, correla-
tion lengths, and magnetic susceptibility calculations have been developed based on the low-
temperature phase. We carried out the calculations using classical Monte Carlo methods,
including the Metropolis algorithm, simultaneously with the derivation of the correlation matri-
ces [13].

Fig. 2 and Fig. 3 show the scaling functions for different modeling cases. It can be clearly
seen that for the two cases, the constructed scaling dependencies reflect the universal behavior
of the model at different linear dimensions. It is worth noting that the smoothest function is
observed in the case of a large number of temperature steps and small Monte Carlo times.

As a result of the calculations of scaling dependency, we have been able to demonstrate that
machine learning methods are able to demonstrate universality in the same way that Monte
Carlo calculations can demonstrate universality. The convolutional neural network on the other
hand requires more temperature steps for smooth dependence as well as a small number of time
steps, which results in a significant reduction in the calculation time of the model.

Using machine learning methods, we studied universal features of the spin model, and were
able to find dependences between correlation length and magnetic susceptibility. These thermo-
dynamic quantities provide a detailed description of the behavior of the system near the phase
transition.
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Fig. 2. The scaling relationships of the two-dimensional Ising model for 150 temperature steps
constructed: a) by machine learning methods; b) by Monte Carlo methods
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Fig. 3. The scaling relationships of the two-dimensional Ising model for 2000 temperature steps,
constructed: a) by machine learning methods; b) by Monte Carlo methods

Figs. 4 and 5 show the correlation length calculations for each linear dimension for the two
cases considered. It is worth noting that in both cases considered, the machine learning method
performs well, although it is subject to fluctuation effects. The influence of fluctuations is much
smaller in the case of a large number of temperature steps.
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Fig. 4. The temperature relationships of the functions &,¢:/L and £/ L for 150 temperature steps,
plotted using: a) machine learning methods; b) Monte Carlo methods
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Fig. 5. The temperature relationships of the functions &,.;/L and &/L for 2000 temperature
steps, plotted using: a) machine learning methods; b) Monte Carlo methods

In constructing the temperature dependence of magnetic susceptibility (Fig. 6 and Fig. 7), it
was noticed that CNNs show rather high peaks in the critical temperature region compared to
the Monte Carlo results. It is worth noting that the machine learning results weakly demonstrate

a property of the two-dimensional Ising model — as the linear size increases, there is a noticeable
shift on the temperature scale to the exact value.
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Fig. 6. The temperature relationships of the susceptibility xne:(T) and x(T') near the critical
temperature for 150 temperature steps, constructed a) by machine learning methods; b) by
Monte Carlo methods
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Fig. 7. The temperature relationships of the susceptibility xnet(T) and x(T') near the critical
temperature for 2000 temperature steps, constructed a) by machine learning methods; b) by
Monte Carlo methods

Conclusion
A universal technique for calculating the universal characteristics of spin systems is presented

in the paper by using the method of convolutional neural networks on the example of a two-
dimensional Ising model to calculate the universal characteristics of spin systems. A study that
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was carried out on spin systems uncovered that machine learning methods were an excellent
tool for studying those systems. It was found that when classical calculations were compared
to machine learning methods, it took significantly less time for the machine learning methods
to make the universal characteristics calculations compared to classical calculations. Using the
proposed method, in order to reflect the continuity of the phase transition, a scaling dependence
was developed in order to reflect the continuity of the phase transition. This study was carried out
using the CNN method in order to calculate the thermodynamic dependence of the correlation
length and magnetic susceptibility.

The reported study was supported by the Russian Science Foundation through project no. 23-
22-00093. Pavel V. Prudnikov acknowldged for the supporting by the Ministry of Science and
Higher Education of the Russian Federation within the governmental order for Boreskov Institute
of Catalysis (project FWUR-2024-0039).
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MoaeJIin N3unra MeToJaMM MaIllMHHOI'O O6y‘{eHI/IH

Annnaa A. Yyb6apoBa

Mapuna B. MamonoBa

Onmckuit rocymapcrsenustit yausepcurer uMm. @. . Tocroesckoro
Owmck, Poccuiickast @emepariust

IlaBesn B. IIpyanukosn

L[eHTp HOBBIX XUMHYECKUX TE€XHOJIOTUI

MucruryT Karagmsa nMm. . K. Bopeckosa CO PAH

Owmck, Poccuiickast @emepartust

Awnnoranusi. MeTobl MAITHHHOTO OOYYEHUsT CTAJM HOBBIM OBICTPO HAOWPAIONUM HHCTPYMEHTOM JIJIsT
ncciieIoBaHusl pa30BBIX MEPEXOIOB B (PU3NKE KOHIEHCUPOBAHHOIO COCTOsSHUs. B maHHON paboTre mpes-
CTaBJIEH METO/T pacueTa yHUBEPCAIbHBIX XapaKTEPUCTUK CIIMHOBBIX MOJIEeJIeil Ha OCHOBE JIBYMEPHOM MOJIe-
sin Vznuara. MeTos ocHOBaH Ha MCHOJIB30BAHUU CBEPTOIHON Helipornoi cetn (CNN) ¢ KoHTpOSIMpyeMbiM
obyuenneM. QyHKIUN CKEHJMHTA JOKA3BIBAIOT HEMIPEPBIBHBIN THI (Ha30BOr0 Mepexoia sl JBYMEPHOM
monenu Vsuara. B pesynbrare mpuMeHEHUs! MPEJIOXKEHHON METOIUKN CTAJIO BO3MOXKHBIM BBIUHCJ/IEHUE
KOPPEJISIITUOHHON JJTUHBI.

KuroueBrle ciioBa: MalImHHOe 00y YeHIe, CBEPTOYHbIe HEIIpOHHBIE ceTh, MeToAbl MonTe-Kapio, Monens
Wzunra, ckeiflsInHT, KOPPEISIUOHHAs JJINHA, MArHUTHAS BOCIIPUUMINBOCTD.

— 245 —



Journal of Siberian Federal University. Mathematics & Physics 2024, 17(2), 246-256

EDN: NUTSKE
VIIK 621.38

Analysis of the Electric Current Distribution
in a Three-Layer Conductive Structure

Alexey A. Levitskiy*
Pavel S. Marinushkin'
Valentina A.Bakhtina?

Siberian Federal University
Krasnoyarsk, Russian Federation

Received 18.09.2023, received in revised form 24.10.2023, accepted 14.01.2024

Abstract. The paper presents an analytical model allowing to investigate the electric current distribu-
tion in a three-layer conductive structure. The proposed model takes into account the characteristics of
the three conductive layers and the transient resistances between them. Expressions for the current dis-
tribution and electric potential variation along the structure, as well as its total resistance are obtained.
In addition, quantitative estimates showing the features of the electric current redistribution between
the layers with alteration of the layers parameters are presented.
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The study of the current flow processes in multilayer conductive structures is of great interest
in a number of areas, both in scientific and applied terms. The papers [1-10] present an analysis
of the electric current distribution in two-layer conductive structures as applied to semiconductor
devices based on analytical one-dimensional models using the so-called transmission line method
(TLM). In most of these works, the main objects of analysis are planar metal-semiconductor
contacts and the static current distribution, and the dependence of the contact resistance on
the geometric and electrical parameters of the structure are studied. One of the layers of the
model is a metal, which is usually considered as an ideal conductor having zero resistance. The
second layer is a semiconductor, which conductive properties are described by the specific volume
resistance. These models also take into account the specific contact resistance between metal
and semiconductor layers.

In [2] an attempt is made to take into account in the TLM model the contribution of capaci-
tance between a metal and a semiconductor separated by an interface layer. In [3] a sufficiently
detailed description of TLM models of semiconductor structures is given both in the region of
planar metal-semiconductor contacts and a two-layer silicide-semiconductor structure in the in-
terelectrode region. Model for integrated circuit contacts in [4] is built taking into account the
resistance of the metal layer. In [5-10] a planar contact model taking into account the lon-
gitudinal resistance of the metal-semiconductor transition layer is presented. Accordingly, the
resistance of the metal-transition layer and the transition layer-semiconductor are taken into
account separately.
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Similar problems of constructing models of the electric current flow are also of interest in
the study of processes in the human skin and muscle tissues in relation to electromyography
and electrical stimulation [11-14]. In this case, the human skin is considered as a multilayer
conductive structure. An attempt to build an analytical model of current flow for the skin,
similar to the TLM models described above, is presented in [12,13]. However, the results of the
distribution of electric current in the human skin in [11-14] were obtained only on the basis of a
numerical model.

In this paper, an analytical model is proposed that describes the flow of electric current in a
three-layer conducting structure. Such analytical formulation has not been discussed previously
and is suitable for solving research problems associated with any of the mentioned applied fields.

1. Problem Formulation

Consider the model of a three-layer structure shown in Fig. 1. Three conductive layers are
highlighted in the figure. The indexes of the variables in the figure are assigned in accordance
with the conditional numbers of the conductive layers: 1 is the top layer; 2 — the second (middle)
layer; 3 — the third (the lowest) layer.

Uy
I A N
— L(z) e+ d2) —
J: | 1012 I
dU-
I5(2)] 2|I2(z + dz)
| 1023 |
dU;
I3(2)] | I3(z + dz)
| |
I I I i
0 z z+dz L

Fig. 1. Three-layer conductive structure

The layers of the structure are characterized by specific volume resistances p1, p2, p3 and
thicknesses hi, ho and hg for the first, second and third layers, respectively. Layer parameters do
not alter along the longitudinal coordinate z. The length of the structure is L. In the direction
perpendicular to the plane of the figure, the three-layer structure is also homogeneous and its
width is equal to W.

When considering the structure mentioned above, the following assumptions are used.

a) The length of the three-layer structure L much greater than the thicknesses of the layers
h1,hs and hs. Taking into account the conditions h; << L,he << L, hs << L the transverse
current distribution in each of the layers can be assumed to be uniform. Therefore, we will use
a one-dimensional model, where all variables in each of the layers may vary along z axis only.

b) The interfaces between the layers are characterized by specific contact resistivities pei2
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between the first and second layers, and p.o3 between the second and third layers. In practice,
this assumption corresponds to the case when the thickness of the transition region between the
resistive layers is much less than the values hi, ho and hg.

Without loss of generality, we assume that a constant voltage Uy is applied to the upper layer
of the structure. At the same time, on the left boundary (at z = 0) the electric potential is equal
to zero, and on the right boundary (at z = L) the potential is positive and equal to U.

The boundary conditions for the considered model have the form:

Ii(z=0)=1Io, (2 = L) = Io,
IQ(ZZO):O,IQ(ZZL):O7 (1)
Ig(Z = 0) = 0,[3(2’ = L) = 0,

where I, 15, I3 are the currents in the first, second and third layers, respectively. The total
current Iy flowing through a three-layer structure depends on the parameters of this structure
and the applied voltage Uy. Obviously, Iy = I + I + I3.

2. Mathematical model

Equations for the currents flowing in the layers can be expressed as follows:

Ii(z) = W;Tldusz(z)v (2.1)
o Whg dUQ(Z)

Ir(z) = o dr (2.2)
_ Whs dUy(2)

I3(z) = s dz (2.3)

where dUy, dUs and dUs are the voltage drops in the elementary sections dz in the first, second
and third layers, respectively.

Part of the current I;(z) flowing in the upper layer of the structure branches off into the
adjacent (second) layer, so that the current I;(z) in the section dz decreases by dl.12(z), where
dI.12(z) is the current flowing through the interface between the layers. In this case, the cur-
rent I5(z) in the second layer increases correspondingly by dl.i12(z). Similarly, the current is
redistributed between the second and third layers.

Therefore, it is correct to write the current balance ratios in the form:

Li(z+dz) — I1(2) = —dI2(2), (3.1)
IQ(Z + dZ) — IQ(Z) = dIClg(Z) — d1523(z)7 (32)

On the other hand, the currents dl.12(z) and dl.23(z) flowing through the interface between
the layers depend on the difference in electric potentials in adjacent layers

Uc12(2) = UQ(Z) - Ul(Z), (4.1)
Ucas(z) = Us(z) — Ua(2), (4.2)
SO

w dl, w

dl1o(z) = deUclg(z)dz or %(Z) - Uai2(2), (5.1)
dl,

Uos(5) = 2Us()ds o Tl W o, (5.2)

Pc23 dz Pc23
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To find the currents flowing in the layers in the cross section (z + dz), we write down the

equations obtained by expanding expressions (2.1), (2.

first two terms of the series:

2) and (2.3) in a Taylor series, keeping the

- Whl _dUl(Z) dzUl(Z) )

Ii(z+dz) = PRT 5.2 dz|, (6.1)
- Wh2 -dUQ(Z) d2U2(Z) ]

Iy(z + dz) =~ | de + 5.2 dz|, (6.2)
- Wh3 -dUg(Z) d2U3(Z) i

I;(z + dz2) =~ p» 7 + 7.2 dz (6.3)

Let’s get the equation for distribution U;(z) in the first layer. To do this we substitute the
right side of (6.1) in (3.1) instead of the first term I;(z + dz), and replace the second term I;(z)

by (2.1), and the right side — dI.12(z) by (5.1) :

Why
P1

dUl (Z)
dz

d2U1 (Z)
dz?

. Whl dUl(Z) o
P1

w

Pcl12

dz

dz

UC12(Z)dZ

dzUl(Z) _

_pP1 Uc12(z)
dz2 '

or
hi  per2

Similarly, we obtain expressions for the second and third layers. Then the system of equations

for all three layers has the form:

d2U1(Z) _ _ﬂ Uclg(Z) (7 1)
dz? hi Pc12 ’
d*Us(2) _ p2 [Uaz(z)  Ueas( (7.2)
dz? ha Pc12 Pc23 ’
d*U13z)  p3 Uces(2) (7.3)
dz2 hy pes .

Let us take into account that Uc2(z) = Ui(z)

dQUdQ(Z) _ d2U2(Z) . d2U1(Z)

— Uz(z), whence, using (7.1) and (7.2), we

Uci2(2)

p1 Uci2(2)

obtain
_ P2
ha

dz? dz? dz?

Pc12

_ U523(Z):|

Pe23 hi peiz

Combining this relation with a similar expression for U.es(z), we write down the general

system of equations

P2

1 po

d2U012(Z) 1 |:,01 :l
e 7 = — — Uc z Uc
dz? peiz b1 ha 12(2) - pe23 he 2(2) (8)
dQchg(z) 1 po 1 P2 P3
2T\t U —= U,
dz? pe12 ha a2(2) + Pc23 {h2 h3] (%)

The solution of this system of equations makes it possible to determine the distribution of

electric currents in a three-layer structure.

3. Analytical solution

To simplify the notations, we represent the system (8) in the following form:

d2 Uclg (Z)
dz?

d2 chg (Z)
dz?
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where A= [(p1/h1)+(p2/h2)|/ per2, B=—pa/ (peasha), C=—pa/ (pe12h2), D=[(pz/h2)+(p3/h3)|/ peaz
For the resulting system, the characteristic equation with respect to the parameter\ describing
its particular solutions, has the form

M — (A+ D)X+ (AD — BC) = 0. (10)

This biquadratic equation has four roots A1, A2, A3, A\4. Since the characteristic equation has
two pairs of roots A that differ in sign, and they are real simple, the solution of the system for
U¢12 can be written in the following form:

Ueia = Crexp(A1z) + Coexp(Aaz) + Csexp(A3z) + Cyexp(Agz), (11)

where C1, Cy, C5, Cy are constants, which values are determined by the boundary conditions (1).
It is obvious that the terms containing A > 0 make an increasing contribution to (11) along the
z axis, while the terms with A < 0 make a decreasing one.

Accordingly, the solution for Uz (including B = —ps/(peashs) # 0) will also contain four
constants of integration:

1 dQchg(Z) 1 ! 2 A -
Qq = — _— A = — L\ ) Y A 3 . 12
Uso3 5 ( 3 Ui 5 iél Ci); exp(\i2) B ;:1 C; exp(A\iz) (12)

To determine the constants Ci,Cs, C3 and Cy we use the boundary conditions. Using (1)
and expressions (2.1), (2.2) and (2.3), we relate I1(z),I2(2), I3(z) and Ug12(2),Uss(2) on the
boundaries of the structure z = 0 and z = L through U;(z), Us(z), Us(z) using the formulas

dUc2  dUs  dU;
== _ - 13.1
dz dz dz’ (13.1)
dUc2s  dUs  dUs
= — - —. 13.2
dz dz dz (132)

The derivatives of Uy, Us, and Us on the right-hand sides of (13.1) and (13.2) are expressed
using the boundary conditions (1).

On the left boundary of the structure at z = 0, taking into account (2.1), (2.2), and (2.3), we
have the relations

L(z=0) = WZ“ (=0 (;Z: 0 _p, U, (;Z: 0 _p, W’/J;Ll : (14.1)

I(z=0) = M;Z@ w =0 or %jo) =0, (14.2)

Ii(z = 0) = V‘;Z% (=0 (;Z: 0 _p, as(2=0) (;Z: 0 _y (14.3)
Similarly, for the right boundary at z = L we get :

L(z=1L)= MZ“ dUl(;; b dUl(;: D _p, Wf;n’ (15.1)

L(z=1L)= VZL? dUQ(;: Do o 7dU2(;: D _y (15.2)

Is(z=1L) = VZ‘?' dU3(§ZZ D1y o %:L) = 0. (15.3)

Using the obtained relations (14.1)—(14.3) and (15.1)—(15.3), we form a system of equations
allowing us to find the constants C; included in the solutions (11) and (12) for U.2(z) and
U023<Z).
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First equation of the system for U3 at z = 0 (and, accordingly, taking into account e*? = 0)

we obtain by substituting (14.1), (14.2) and dU.12/dz, obtained by differentiation of (11), into
(13.1). Similarly, we obtain the second equaton for U3 at z = 0 by substituting (14.2), (14.3)
and dU.12/dz, obtained by differentiation of (12), into (13.2). Following the same logic, we get the
third equation for U.12 at z = L by substituting (15.1), (15.2) and dU.12/dz into (13.1). Finally,
the forth equation for Ueps at z = L we obtain by substituting (15.2), (15.3) and dU.12/dz
into (13.2). Resulting four relations allow us to form a system of equations for the unknowns
Cl, Cg, 03, 042

Top
A A A A= —
C1A1 + Cado + C3A3 + Cy)y Why'
Cr (M — AN) 4+ 0o (A3 — AXg) + C3 (A3 — AXg) +Cy (A — A\) =0, 16)
I
Cih1exp(A12) + Codgexp(Maz) + Csz exp(Asz) + Cydg exp(Mgz) = — w%;l ,
1

Ci )M ()\% — A/\l) + Ca )Xo (/\;5 — A)\g) + C3)3 (/\g — A/\3) + Cy4 ()\i — A)\4) =0

Solving this system, one can find the constants C7, Cy, C3, Cy. Such a solution can be imple-
mented analytically by any of the direct methods or numerically using built-in computational
procedures of mathematical software systems.

So, from (10) and (16) one can find all A; and all C;. This allows, using (11) and (12), to
determine the dependences U,.12(z) and U.23(z), and on their basis it is possible to calculate the
distributions I (z), I2(z), I3(z).

To determine the dependence I;(z), we use (2.1)—(2.3) and (7.1), (7.2), (7.3), pairwise con-
necting I; and Uy, I and Us, and also I3 and Us.

For the current I; on the basis of (2.1) we write d?Us(z)/d2? = (p1/Whi)/[dI1(z)/dz]. By
replacing the Uj (2) in this relation with the right side of (7.1), we obtain an expression relating
Uc12(z) and the first derivative I;(z):

p1_dh(z) _ p1Ucia(z) or dh(z) _ _EU012(2)~
Why dz hi  pei2 dz Pc12

Integrating the last relation and taking into account I;(0) = Iy, we determine the current
variation in the first layer I (z):

wo[® Ee)
L(z)=1y— Ucio(2)dz = Iy — —Zex (Niz) 17
1(2) = Iy el 12(2) 0o ; y p(hiz) — 1]. (17)

For current I3 on the basis of (2.3) we write d2Us(2)/dz? = (p3/Wh3)/[dI3(z)/dz]. Based on
equation (7.3), which expresses the second derivative of Us(z) in terms of Ugs(z), we can write

pP3 dlg(z) _ &Uczg)(z) or dlg(z) _ w
Whs dz ha  peos dz Pe23

chg(z’).

Integrating the last relation, taking into account I5(0) = 0, we determine the current variation
in the third layer I5(z):

4
W[ 1w A
I3(2) = Ueos(2)dz = = Cilexp(Niz) = 1| [N — — ). 18
0= oo [ ez = S e J(x-3) (18)

Using (2.2) for the current Iy we obtain d?Us(z2)/dz* = (pa/Wha)/[dI2(2)/dz]. On the other
hand, according to (7.2) d?Us(2)/dz? = (p2/h2)/[(Uci2/pe12) — (Ue2s/pe2s)]- Then
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W Uei2(2)  Ue2s(2)
dz Pei2 Pe23

P2 dIQ(Z) _ @ |:U012(Z) _ chd(z)} or dIQ(Z)
Who dz ha | per2 Pc23

Integrating the last relation, one can find I>(z) and, taking into account (17) and (18), obtain:
W z

W z
L(z) = Usio(2)dz — / Usns(2)dz = To — Iy (2) — I (2). (19)
Pec12 Jo Pec23 Jo

Relation (19) shows that in any section of the three-layer structure the equality Iy = I1 +Io+13
and the dependence of the current Iz(z) for the middle layer can be found if the distributions of
I1(z) and I3(z) are known.

Integration (2.1) allows us to find the distribution Uy (z) in the upper layer of the structure:

Ui (2) — UL (0) = Vﬁl /O L (). (20)

By substituting in (20) the dependence of I1(z) from (17) and taking into account Uy (0) = 0,
we obtain

P # o1l p 1 C exp(/\ z) 1 C,
P _ pido 1 i i i
Ul(z) = Wh /o Il(z)dx— U1(0) = Whlz — E —)\i [}\i —z} — E e (21)

h ;
Pel2f 5= i=1 7

The total voltage drop over the entire length of the three-layer structure is determined from
(21) as Uy = Uy (L). Accordingly, the total resistance of the structure is equal to

R = [U:(L) ~ U:(0)] /o = Ur(L)/To. (22)

4. Simulation results

The distributions of voltages and currents along the three-layer structure obtained as a result
of the calculations are shown in Fig. 2. Taking into account the fact that the value of I, as
well as the width of the structure W, does not affect the nature of the distribution of currents
and voltages (this can be seen from the calculated relations (17)—(19), (21)), graphs are given
in a normalized form: for voltages Uclg = Uch/UO7 [7023 = U623/U0, Ul = Ul/Uv()7 02 = U2/U0,
Us = Us /Uy and currents I = I/ Iy, I, = Ipyany I3 = I3/1 relative to the reduced coordinate
Z=z/L.

Dependences Ugi2(z) and Ugs(z) are calculated on the basis of (11) and (12). The dis-
tributions Uy (z),Uz(z),Us(z) are obtained using (21) and using (4.1) and (4.2): Us(z) =
= U1(2) + Ue12(2); Us(2) = Ua(2) + Ueas(2). Dependences I1(z), Is(z) and I3(z) are constructed
in accordance with (17), (18) and (19).

Calculations were made for the following parameters: L = 0.01 m; W = 0.0l m; p; = 2-107°
Ohm-m; py = 1-107% Ohm'm; p3 = 4 - 10~% Ohm-m. Specific contact resistivities p.1o and peo3
were chosen from the condition: p.12 = min(py, p2) X 1 m; peas = min(ps, p3) x 1 m, so that for the
specified layer parameters pc12 = pe2s = 1-107% Ohm-m? . The layer thicknesses were set equal:
hy = hy = h3/2 = L x 1073 = 107° m (Fig. 2,a) and hy = hy = h3/2 = L x 1071 =10"%m
(Fig. 2,b). Such thicknesses are typical in works on thin-film microelectronics [1-10].

The intensity of redistribution of the total current Iy between the layers of the structure can
be judged from the gradients of I1(z), [2(z) and I5(z). As can be seen from Fig. 2, this process
is most active in areas near the left and right boundaries. As a result, for z = 0 and z = L
(in Fig. 2 2 = 0 and 2 = 1) voltages U.12 and U.es have maximum absolute values, which is
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Fig. 2. Voltage and current distributions along a three-layer structure: a) hy = hy = h3/2 =
=Lx1073=10pum; b) hy =hy =h3/2=L x10"% =1um

consistent with (5.1) and (5.2), from which it follows that U.ja ~ dI.12 and Ueas ~ dl.o3. The
slope of the curves U; (2), Ua(z) and Us(z) also changes along the coordinate z, and near the left
and right boundaries of the structure, the gradient U;(z) is maximum, and the gradients Us(2)
and Us(z) are minimal as U.12 and U,es increase .

Dependencies in Fig. 2,a, corresponding to the ratio h;/L ~ 1073, show that the redistri-
bution of the current and the variation in voltages are observed over the entire length of the
structure. In the middle part of the structure, the current I; has a minimum value, while the
currents I and I3, on the contrary, reach maximum values due to the branching of a part of
the total current Iy into the lower layers. In this case, in any section, Z the relation is fulfilled
I+ 1+ I3 = 1, which is similar to the condition I + Iy + I3 = I,.

Current and voltage distributions presented in Fig. 2, b are obtained for thinner conductive
layers (h;/L ~ 10~%), while keeping other initial calculated parameters unchanged. It can bee
seen that the length of the segments in which the redistribution of currents I, Is, and I3 mainly
occurs does not exceed half the length of the structure. It is also worth noting that a similar
result can be obtained not only by decreasing the layer thickness, but also by increasing the
length L.

The difference in the character of dependences in Fig. 2, a and Fig. 2, b can be attributed to the
fact that the variation in currents I, I and I3, according to (17), (19) and (18), is determined
by the roots \; of equation (10), depending on the specific contact resistances pei2, pe2s and
parameters that, for a given structure width W characterize the longitudinal conductivity of the

- 253 —



Alexey A. Levitskiy . .. Analysis of the Electric Current Distribution. ..

layers — p1/h1, p2/ha, p3/hs. Therefore, an increase or decrease in py/hy, p2/ha, p3/hs leads to
a change in the parameters A\; and, accordingly, to a reduction or increase in the length of the
regions in which the redistribution of currents I, I mainly occurs and I3.

Due to the fact that in Fig. 2, b, the regions of growth and decay of currents in the layers
make up a relatively small part of the total length L , in the middle part of the structure, the
dependences I1(z), [2(z) and I5(z) have flat sections, within which dI;(z)/dz ~ dIlx(z)/dz =
dI3(z)/dz ~ 0 and, respectively, I.12(2) & 0,I.23(2) = 0,Uc2(2) = 0,Uss(z) = 0,U1(z) ~
Us(z) ~ Us(z). For the given design parameters, these sections are located in the range approx-
imately from z =~ 0.4 to z = 0.6. Obviously, with an increase in the length of the structure, the
extent of these flat sections will increase.

It should be noted that the contribution of each of the currents I, I and I3 in the total
current Iy at (that is, at z = L/2) is inversely proportional to the ratio p1/h1, p2/he and p3/hs
respectively for each of the layers. From the dependencies in Fig. 2, b, for example, it can be
seen that the currents in the first and third layers are equal, since p;/hy = p3/hs.

An analysis of the influence of geometric factors on the nature of the distribution of currents
and voltages shows that for the considered three-layer structure, a nonlinear dependence of its
total resistance R on the length L can be observed. Fig. 3 shows the dependences R(L) calculated
in the range of L from 10~ m to 10~2? m for three options corresponding to the layer thicknesses:
hi=ho = h3/2 =10"°6 m; hy = hg = h3/2 =3-10"6 m; hy = hg = h3/2 = 1075 m. The values
of the other parameters of the structure were set the same as in the previous calculations.

0.7

—6—h =hy=hg/2= 1pm
—p—hy = hy = h3/2 = 3um
—%—hy = hy = h3/2 =10 um

0.6 -

0 e
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

L, m

Fig. 3. Length dependence of the three-layer structure resistance R(L) for different layers thick-
nesses

On the entire length of the upper curve, the condition of smallness of the layer thickness
hi/L < 0.02 is satisfied, and on the second curve located below it, — h;/L < 0.02. For the lower
dependence in the range of L from 0.001 m to 0.01 m, this condition corresponds to h;/L < 0.02.
At L < 0.001m, the ratio hg/L can reach 0.2, so this section can be considered as an extrapolation
of the dependence based on the proposed model.

Plots in Fig. 3 show that for the given design parameters, the dependence R(L) in its initial
section is non-linear, approximately up to L ~ (2...3) - 10% x h;. The non-linear nature of the
curves at small values of the structure length is due to the fact that in this range of L variation,
the redistribution of the current between the layers occurs over its entire length.

It can be shown that for a structure length not exceeding approximately L ~ 1/)\; (see (10),
(17)), the current flowing through the structure is mainly concentrated in the upper layer, while
the fraction of the current in the two lower layers is very small. As L increases , the part of the
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current branched into the second and third layers of the structure increases, which leads to a
decrease in the rate of increase in the resistance of the structure dR(L)/dL with an increase in
its length.

With an increase in the length of the structure, approximately from L ~ (2...3) 103 x hy,
the resistance R begins to increase linearly. At large values of L, the most significant influence
on the nature of the R(L) dependence is exerted by the middle part of the structure, within
which the distributions of I (2), I2(z), and I3(z) have flat areas. In this case, an increment in the
length L leads to a corresponding increase in the length of these flat sections, which determines
the linear nature of the dependence R(L).

Conclusion

The analysis of the current flow mechanism in a three-layer conductive structure made it
possible to obtain a model that describes the regularities in the distribution of electric current
and voltage in the structure. The analysis of the obtained relations describing the three-layer
structure, as well as the calculations performed on their basis, allow us to draw the following
conclusions.

1. The length of the sections of current redistribution between the layers of the structure
within the framework of the proposed model is determined by the specific contact resistances
Pe12, Pe2s at the interfaces of the conductive layers and the ratios of the volume resistivity of the
layers to their thicknesses — p1/h1, p2/he, p3/hs.

2. For "short" three-layer structures, in which the redistribution of current between the layers
occurs over their entire length L, the dependence of the total resistance R on L is non-linear.

3. For "long" three-layer structures, in which the regions of growth and decay of currents
in the layers make up a relatively small part of the total length L, in the middle part of the
structure, the dependences I (z), I2(z) and I3(z) have low slope graphs. For such structures, a
linear dependence of the resistance R on the length L is observed .

The approach used in this work can be applied to the construction of similar models of
multilayer structures, for example, for other boundary conditions that determine their connection
to an external circuit.

The study was carried out within the framework of the state task of the Federal State Au-
tonomous Educational Institution of Higher Education Siberian Federal University (no. FSRZ-
2023-0008).
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Ananns pacrpejiejieHus 3JIeKTPUIeCKOT0 TOKA B TPEXCJIOMHOM
MIPOBOJSAIIE CTPYKType

Anekceii A. JleBunkuii
ITaBen C. MapuHynIKuH

Banentunna A. BaxTtuna
Cubupckuit derepaibHbIl YHIBEPCATET
Kpacnosipck, Poccuiickas @eneparus

Awnnoramusi. B pabore npejcraBieHa aHAJIUTUYIECKAsT MOJIE)b, MMO3BOJISIIONIAS UCCIEIOBATD XapaKTep
pacipeesieHus JIEKTPUIECKOTO TOKa B TPEXCJIOWHOM IpOBoJdIel cTpyKType. Ilpenmoxkennas Mmonenb
VUIUTBIBAET XapPAKTEPUCTUKN TPEX ITPOBOJISIIUX CJIOEB U ITEPEXO/HBIX COPOTUBJIEHUN MeXK, 1y HUMH. Tak-
2K€ II0JIyY€HBbl BbIpaKe€HUs JIJIs1 pacClipele/IeHUsI TOKa U U3MEHEHUd IJICKTPUIECKOI'0 IIoTeHIhaJla BJIOJIb
CTPYKTYPHI, & TaKKe €€ 0b01mero comporusienns. Kpome Toro, mpeacTaBieHbl KOTUIECTBEHHBIE OIEHKH,
TMOKa3bIBAIOIINE OCOOEHHOCTH TIEPEPACIIPEIETEHUS SJIEKTPUIECKOTrO TOKA MEXKTY CJIOSMU IIPU U3MEHEHUH
IapaMeTpoB CJIOEB.

KuaroueBbie ciioBa: TpexciioiiHass NPOBOSINAsi CTPYKTYpPa, pacHpeeeHHe TOKa, COMPOTHBIIEHUE,
yZeabHOe KOHTaKTHOe conporusienue, TLM-merom.
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Abstract. The solution of the cylindrically symmetric Einstein Rosen universe is investigated and
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Einstein’s field equations, we discussed the GGPDE model and determined the EoS parameter, Regions
of the model to be identified by the wq—w, plane analysis , Phantom and quintessence phases to be
discussed by state finder, and Stability of the model to be discussed by squared speed of sound. The
physical properties of the model are discussed. The results obtained are to be useful with the current
observations.
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Introduction

The present challenging problem shows that the universe is expanding rapidly. It is big
mystic problem today. Through supernova I, the expansion phenomenon of the universe was
explained by authors (Riess et al. [1]; Permutter et al [2]; Copeland et al. [3]).The Negative
pressure of the universe causes e accelerating expansion of the universes caused Dark Energy The
galactic curved and structure formation of the universe was explained by the absence of pressure,
the dark matter. Several dark energy models have been proposed by many authors which can
be characterized by the equation of parameter w. For fine-tuning there are many cosmological
constants are considered for dark energy like holographic (Cohen et al.[4]; Hooft [5]), Pilgrim
(Wei [6]), k-essence (Armendariz [7]), h-essence (Wei [8]), phantom (Caldwell [9]), quintom (Guo
et al.[10]), quitessence (Ratra e.al., [11]), tachyon (Sen [12]), dilation (Gasperini et al. [13]), and
DBIlessence (Gumjudpai et al. [14]; Martin et al. [15]) etc.

Tt is observed the ordinary ghost Dark energy model only the leading term (i.e., H) has been
deliberated and sub leading term (i.e, H?) is introduced by "Cai et al.[16]" in the ordinary ghost
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dark energy it helps to describing early-stage evolution of the universe and the energy density is
called generalized ghost dark energy density defined as pp = a1H + b1 H 2. The vacuum energy
from the Veneziano ghost field in QCD is obtained as H+O(H?) (Zhitnitsky [17]), it shows
the accelerated expansion of the universe. Several authors (Karami [18]; Malekjani [19];) has
been developed different cosmological parameters like Eos parameter, deceleration, investigated
different, state finder and squared speed of sound, etc. The stability of this type of model has
been investigated by authors ‘Ebrahimi and Sheykhi [20]’. Therefore, the Generalized Ghost

Pilgrim Dark Energy(GGPDE) is defined as (Sharif and Nazir [21]) pp = (a1 H + ongQ)ﬁ.

Vijayashanti et al. [22] studied bianchi type GGPDE and Anisotropic GGPDED respectively.
Tazmin|23] studied GGPDE with Sign-Changeable Integration. Sharif et at[24] developed GG-
PDE in {f(R,T) gravity. Prianka et al. [25] studied GGPDE in Saez-Ballester theory. Wajihajavad
et al. [26] studied Interacting GGDE anisotropic scalar field models. Bharali et al. [27] studied
dynamics of GGPDE. By the motivation of all the above study of researchers, we studied in
this reach article ‘cylindrically symmetric GGPDE’. The physical and general properties are also
discussed.

1. Metric and field equations
The Einstein Rosen metric is in the form
ds?=e(24-28) [dtz—drﬂ —r2e 2By —e?B 22 (1)

where A and B are time dependent only and 2! =r, 22 = ¢, 2% = 2z and z* = t.
The field equation is

1 _
Rij — §Rg1‘j = —8m (Tl] + Tij ) . (2)
Since the momentum of energy is conservative
(Tij +Tij ), =0 (3)

Here, R;; is the Ricci tensor, g;; is metric tensor, R is Ricci scalar.
Take 87G = ¢ = 1.
The EMT for DE and DM are given by

T! = diag|[1,0,0,0] p, (4)

T, = diag [pa, —pa,—pa»—pa) = diag [, —wa, —wa, —wa] pa (5)

where p,,,, pg are ED of DM and DE, p, is pressure of DM,
The EoS parameter of DE is defined by

DPd
Wy = — 6
¢ Pd <)

The ED for dark energy TZ can be reduced to
T = diag[1, —wa, — (Wi + 6) , — (Wi + 6)] pa (7)

Here, § is skewness parameter deviated from wy on y and z axes.
By egs. (1), (4) and (7) The field eq. (2) can reduced to the following equations

(5) - Copeitsn .
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At (B) = (= (wat 8,) pa) e24=20) (9)
At (3)2 —9 (B) = (= (wq + 8,) pg) e?A—2B) (10)
(3)2 = —(pm + pa) 472D (11)
. (A) o (12

By the law of conservation for DM and DE can be reduced as

(72A+2B)] — bu+t { (A— B) (2+ 1+ wa) 6(72A+213))Jr

+ (wa + 0y) r2e?B 4 (wq + 9.) e_QB}pd =0

p;n+(A—B> 2+e o

(13)
Here, overhead dot stands for ODE w.r.t t

2. Solution of the filed equations

The filed equations (8)—(12) form is a system of five independent equations with six unknowns
A.B ., p4, pm, wq and d . The system is initially undetermined. So, we can require extra physical
conditions to solve the above equations.

The DM and DE components are

(72A+2B)}

p'm+<A—B) [2+e p =0 (14)

m

Pa = { (A - B) (2 + (14 wq) e(_2A+23)) + (wa + 8,) 72?8 4 (wg +02) G_QB}Pd (15)

By eq. (12)
A = constant = 9(say) (16)

By Berman (1983) applying the law of variation for the Hubbles parameter with constant decel-
erating parameter.
The average scale factor for Einstein-Rosen metric is

o — (r€2A—23)% (17)

The special Volume V is
V=V(-g) =re??F (18)

The mean Hubble’s parameter H is

We considered the relation

where k; and n are non-negative constants.
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The decelerating parameter is q is
1=-"3 (21)
By Eq. (19) and (20) T
. n — | = H = —3, we hav
y q a (a)n J
a=kiat™™ (22)
i=k(1—n)at= (23)
Using Egs. (21)—(23), the "q" is reduced to
g=n—1 forn#0, q=—1forn=0. (24)
Using eq. (22), the average scale factor for two conditions obtained as
a= (clt—l—cz)% forn#£0 (25)

a=czeMt forn=0 (26)
Where c1, c3 are constants and co is integration constants
The ED of GGDE in terms of pilgrim dark energy is defined by (sharif et al. [28])

Pd = (O[lH + 0421.{2)ﬁ (27)

Where § pilgrim dark energy parameter
The state finder pair {r, s}are defined as (Sahni et al. [39])

1 (a
e () (28)
r—1
3(a-3)
The state finders represent the distance between CDM to DE model. If (r,s)=(1,0) indicate
CDM limit and (r,s)=(1,1) indicate CDM. Also, if r<1 and s>0 represents the region of

quintessence and phantom.
Square speed sound is obtained for this model is

(29)

S =

o Dd
v = 30
Pd ( )

The stability of background evolution of the model is analyzed based on the sign of Squared
speed sound. The (-)ve and (+)ve sign indicates the model is unstable and stable respectively..
wq — wq Plane analysis :

By Caldwell and Linder(2005) to estimate the nature of the quintessence scalar field DE model.
The model splits into two regions i.e., If wq <0,wy >0 the region of the model is the throwing
region, where as wq <0, wg <0 the region is the freezing region.

Case (i) : Model for n 20 or g # —1

By Eqgs(12), (16), (19) and (25)

B =log (04(01t + 02)(;7?)) (31)

Where ¢4 are constants
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The metric (1) can be reduced to

2
ds’=cy(crt + 62)(%) [6(2”) [dtz—dTQ] —r2d¢2} — dz

By Eq. (20) and (25)
The Hubble’s parameter,
- kln _ k1
(a) (Clt + 62)

By eqs. (27) and (33) The ED is

B
kq ( k1 )2
Pd 1(C1t+62) 2 (Clt+02)

By Eq. (11) The MD is

x)

cq(ert + 02)(7

B
S S DR SN (/ﬁ)z
pm = (c1t+02)(2+%) 1(0116—1—02) 2 (c1t + ¢2)

301
Where Cy = o5 20,2
2ne=vcy

By Eq. (8) and (31) the pressure is

— cs
e (crt + 62)(2+%)
The EoS parameter is
a P & i
Pd (et + c2)(2+%) <a1 (le}m) + o ( (Clg%)y)
Gy — —ci05 (2 + %) n

B
(ct+c)(3+%) o i
1 2 Llert+es) 2\ (ert+tez)

Otlk‘l _ 2042]{712
Clc5ﬂ ((clt+¢:2)2 (c1t+¢:2)3)

_|_

—B—1

2+2 k k 2
(clt + 02)( ) <a1 (CliHl*CQ) + az((cltJer2)) )

The state finder pair { r, s}are defined as

1 (a) _ (1-2n)(1—n)c}

r

AN n3ky
o r—1  |(1-2n)(1—n)c —n’k
5D | ki )
Square speed sound is obtained for this model is
2 _ D _ —a1cs (24 3)
vt == = 51

b

261 Qo k?l 2
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3+% k k 2 —ciak
(Clt + 62)( ) <a1 (mt—&l-cz) T ( (c1t-|1-c2)) ) <(c1t1+012)12 o

(c1t+c2)

)

(32)

(33)

(34)

(35)

(39)

(40)
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By Eq. (8)—(10) and (31) we have the Skewness parameter is

8, =0 (42)

and )
5, = 3cicy (43)

(2+2) k k 2\
neQﬁ(Clt + C2) n <a1 (CItJerZ) + a9 ( (CltJerQ)) )
Case (ii) : Model for n =0 or g = —1

By Egs. (12), (16), (19) and (25)
A = constant = 9 and

B =cgt +cr (44)

Where cg = %’“ and c7 is integral constants
The metric (1) can be reduced to

dz?
2 —2 c 2v 2 2 2 2
ds?=¢2(cot+er) [e< ) [dt2—dr®] —r2dy } ey (45)
By Eqgs.(20) and (25)
The Hubble’s parameter
H =k (46)
By Egs. (27) and (46) The ED is
o\ B
Pd = (Oélkl + ag(kl) ) (47)
By Eq.(11) The MD is
2 2(cet+cr—v) 2\”
pm = —cge\eetterv) (Oq/ﬁ + aa(k1) ) (48)
By Eq.(8) and (44) the pressure is
pi = —jeeotrer) (49)
The EoS parameter is
_ 2 2(cgt+cr—v)
P . (50)

pd (041161 +062(k1)2>ﬁ

—92¢3 2(cet+cr—v)
g = ——6¢ (51)

(Oélkl + a2(k1)2)5

Since wq<0, wg<0, so the region of the model is freezing region
The state finder pair {r, s} is

;()1 (52)
r—1
5773((]_%)—0 (53)

Clearly (r,s)=(1,0) indicate CDM limit so that the state finders represents the distance from
CDM to dark energy model.
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Square speed sound is obtained for this model is

v = ]?—d = does not exist (54)
Pd

By Eq.(8)—(10) and (44) we have the skewness parameter are
dy=0 and 4, =0 (55)

Conclusions

We obtained the solution of cylindrically symmetric Einstein Rosen universe with GGPDE
& DM. The aim of PDE shows interest as it indicates one of the opinions about the universe
due to phantom energy in the late time. The volume of the model does not vanish throughout
the evolution of the universe has no singularity. We identified with clearly evidence "q" is time
dependent, we also discussed A with wg = —1. The wy—w, plane analyzed the throwing and
freezing regions. The state finder splits the model into Phantom and Quintessence regions. The
squared speed of sound indicates the stability of the universe . Since here wy is consistent it
represents that the universe is accelerating. The model developed r-s plane possesses the region
of Chaplayin gas models. At the end of conclusion, this model favors the PDE phenomenon.

The results obtained are to be compatible with the present-day observations.
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LnauaapnyecKn-CUMMETPUYHBIN 000OIIEHHBIN ITPU3PavHbIi
CTPAHHUK, TeMHasl SHEPIriusi KOCMOJOTNYECKNX BCEJIEHHBIX

Mangana Kpurnaa

Wmxeneprsril konnemx Parxy, Bumakxanaraam
Angxpa-Ilpagem, Nuaaus-531162

Cobxanbadby Karmmasa

VHHUBepCUTETCKUI MHKEHEPHBIH Kosneak, Hapacapaoner
Anjxpa-TIpanem, Unnnsa-522616

Pamxamaxaatn CaHTUKyMap

VIHCTUTYT TEXHOJIOTUI U MEeHe/PKMeHTa ATNThU
IIIprkakymam Dist

Texkkamu, Anjxpa-Ilpagem, unna-53220

Amunoraiusi. Pemenne muamuapraecKn-CuMMETPUYHOR BeeleHHo# DitHimTeiina Posena nccmemosano u
CBsI3aHO C ODOOIIEHHON TEMHOM SHEPTUEN 1 MaTepueil IPU3pavHOro CTPaHHUKA. ITOOBI MOy YUTh TOYHbBIE
peltienust ypaBHeHmi ot DitHInTelHa, MbI obcyamim Momesnb GGPDE u onpenenunmm mapamerp EoS.
O6JtacTi MOJIEIN, KOTOPbIE HEOOXOANMO UACHTU(MUIMPOBATD C TOMOIIBIO AHAINU3a IIJIOCKOCTH Wi —dotw g,
Phantom u ¢asbl KBUHTICCEHIUN, KOTOPbIE OyIyT 06CYKIAThCSI C IMMOMOIIBIO CPEICTBA MOMCKa, COCTO-
SHW, U CTAOUIBHOCTH MOJEJHN, KOTOpasi Oymer 06CyKIaThbCsT TOCPEICTBOM KBaIpaTa CKOPOCTU 3BYKA.
O6cyxknatorcst pusndeckue cBoiicrBa Mogesn. [losydennbie pe3ysbraThl OyJIyT MOJIE3HBI IIPU TEKYIIUX
HaOJIIOIEHUSTX.

KuroueBsbie ciioBa: (HaHTOM, KBUHTICCEHINSI, CTAOMILHOCTD, IIMHIPUIECCKUN, CHMMETPUIHBII.
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Abstract. In the theory of hypergeometric and generalized hypergeometric series, classical summation
theorems such as those of Gauss, Gauss second, Bailey and Kummer for the series 2 F1; Watson, Dixon,
Whipple and Saalshiiz play a key role. Applications of the above mentioned summation theorems are
well known. In our present investigation, we aim to evaluate twenty five new class of integrals involving
generalized hypergeometric function in the form of a single integral of the form:

1 1
c—1 _ c—1 a, bv c+ 2 . _
/0 (1 —2) 3k Latbtitl), 24 ;dz(1 —z) | do
for i,j = 0,41, +2.
The results are established with the help of the generalizations of the classical Watson’s summation
theorem obtained earlier by Lavoie et al. [2]. Fifty interesting integrals in the form of two integrals
(twenty five each) have also been given as special cases of our main findings.

Keywords: generalized hypergeometric function, Watsons theorem, definite integral, beta integral.
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1. Introduction and preliminaries

The natural generalization of the Gauss’s hypergeometric function 5 F7 is called the generalized
hypergeometric function ,Fy, where p, ¢ € Ny defined by [1, 5]
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where (a),, is the well known Pochhammer symbol (or the raised factorial or the shifted factorial
since (1), = n!) defined for any complex a € C by
I'(a+n) _
n=—ar C\Zg) =
(a) F(a) (a € \ 0 )
2
~Jala+1)...(a+n—-1), (neN) @
1, (n=0)

where I' is the well known Gamma function.

For a detailed study about hypergeometric and generalized hypergeometric functions, we refer
the standard texts [1,5].

In the theory of hypergeometric and generalized hypergeometric functions, classical summa-
tion theorems such as those of Gauss, Gauss second, Kummer and Bailey for the series o F7;
Watson, Dixon, Whipple and Saalschiitz for the series 3F5 play a key role.

Later, the above mentioned classical summation theorems have been generalized by Lavoie
et al. [2—4].

However, in our present investigation, we are interested in the following classical Watson’s
summation theorem [1].

abe ] _ LGN et g)PGatsbra)Tle—ya—sb+s)

F =
’ 2[ a(@+b+1).2e ] T (Gat )T (3b+3) T (e—Jat3)T(e—gb+3)

provided R(2¢ — a — b) > —1, and its following generalization due to Lavoie et al. [2].

a, b, c ) B
3F2[ Ha+b+i+1),2c+j" 1}
o 2R e e di e D T e [3] +3) Dot bt litsl =i -1)
o L' (1) I(a)T(b)
y {BZ I(za+3(1-(=1)7)) I (3b) N
(e da+ 5+ (] 2C G- (D) Tle- 2+ 5+ [3])
Lo I(3ati(1+ (1)) T(30+3) | } _
T (e g+ [+ 50 (= (D)) T (e 3o+ [F])
=Q (let) (4)

for i, j =0, £1, £2.

For i = j = 0, the result (4) reduces to clasical Watson’s summation theorem (3).

Here, [x] denotes the greatest integer less than or equal to « and the modulus is denoted by |z|.
For the expressions of the coefficients A; ;, B; ; and C; ;, one can refer [2].

The aim of this paper is to evaluate twenty five integrals involving generalized hypergeometric
function in the form of a single integral of the form

1 1
c—=1/1 _ ,.\c—1 a, b, ¢+ 2 . _
/0 (1 —x) 3k Yatbtitl) 2+ ;dx(l —z) | dx
for i, = 0,£1, +2.
The results are derived with the help of generalized Watson’s summation theorem on the sum
of a 3Fy given by (4). Fifty interesting integrals in the form of two integrals (twenty five each)
have also been given as special cases of our main findings.
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2. Main integrals

The twenty five integrals in the form of a single integral to be evaluated in this paper is given in
the following theorem.

Theorem 2.1. For R(c) >0, R(2c—a—-b+i+2j+1) >0, fori,j =0,£1,+2, the following
integral formula holds.

1 1

c=171 _ ,\c—1 a, ba C+§ . . _

/Ow (1—2x) 3F2|:;(a+b+i+1)7 Sy s4a(1 m)}dxﬂ (5)
where §) is the same as given in (4).

Proof: The proof of our theorem is quite straight forward. For this, we proceed as follows.
Denoting the left hand side of (5) by I, we have

1 1
_ c—1 _ c—1 a, bv C+§ . _
I_/o 271 —x) 3F2[ Latbtitl) 2e+] 4z (1 x)} dz (6)

Now expressing 3F5 as a series, changing the order of integration and summation, which is easily
seen to be justified due to the uniform convergence of the series in the interval (0, 1), we have

_ = (a)n (b)’ﬂ (c)’ﬂ 22n 11,(: n—1 — )¢ n—1 T
I_Z(%(a-i-b—i—i—l—l))n (2¢+ j)n /o G 0

n=0
Evaluating the Beta integral and using the result

I'(a+n)

(a)n = F(a)

we have, after some simplification

I'(c) T'(c) > (@)n (b)n (¢)n
2 (3(a+b+1)), (2c+4)n n!

n=0
Now summing up the series, we have

a, b, ¢

) . dx(l —
La+b+i+1), 2c+j° v(1—2) )

:315{

We now observe that the 3F5 appearing can be evaluated with the help of known result (4) and
we easily arrive at the right hand side of (5).
This completes the proof of the theorem. O

3. Special cases

In this section, we shall mention a large number of very interesting special cases of our main
findings.

For this, we observe here that, if in (5), we let b = —2n and replace a by a + 2n or we let
b= —2n — 1 and replace a by a 4+ 2n + 1. In each case, one of the two terms appearing on the
right-hand side of (5) will vanish and we get fifty interesting special cases(twenty five each) given
below in the form of two corollaries.
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Corollary 3.1. Fori,j =0,+1,42, the following twenty five results holds.

1 1
- - —2n, a+2n, c+ 3
c—1 c—1 ’ ) 2 . _
/Ol’ (1) 3F { %(a i+1), 24 ,4:z:(lx)} der =

Cr@re B Ge-eri- S -pietaecoy)
SRED (+3+0D, Garia+1),

where the coefficients D; ; are as in Tables (1) and (2) given below.

— n

Table 1. Table for D; ;, ¢ =0,£1,+2 and j = —-2,-1,0

NJ -2 -1 0

y | ol pien] | e | eles et
! % atin i

0 1 - ey 1 1

1 L - ey 1- Gty 1

2an(6c +a — 7)(2¢ — a — 3) — 4n?[5a? — 4a — 21 — 4¢(3c — a — 8)] — 64n3(a + n)
(c—1)(a—1)(2¢—a—3)(2c —a—5)

Do 2=1-

Table 2. Table for D; ;, ¢+ =0,£1,+2 and j =1,2

N 1 2
(a+1)[(a—1)(2c—a—1)—8n(a+2n)]
2 (2c—a—1)(a+4n+1)(a+4n—1) D2»2
1 a(2c—a—4n) a[(c+1)(2c—a)—2n(2c+a+4n+2)]
(2¢—a)(a+4n) (c+1)(2¢—a)(a+4n)
2n(a+2n)
0 1 L- (c+1)(2c—a+1)
2n
-1 1 1+ 5
2n(a+2n)
-2 1 I+ e

(a+1) (a—=D(c+1)(2c—a+1)(2c—a—1)—2an(6c+a+5)(2c—a+1)
Do +4n?(5a® 4 4a — 5 — 4c(3¢c — a + 4)) 4 64n®(a + n)]
227 (c+D)@2c—a+1)(2c—a—1)(a+4n+ 1)(a+4n—1)

Corollary 3.2. Fori,j =0,+£1,12, the following twenty five results holds.
1 1
_ _ —2n—1, a+2n+1, c+ 5
c—1 _ c—1 ) ) 2 . _ —
/01: (1-2) 3F2[ %(a+i+1), .y ;4x(1 x)] dx

i ) 11
ro e @ (amer i+ S patascny)

0 (et b+ [F)), Gat kG- (1),

where the coefficient E; ; are as in Tables (3) and (4) given below.

n

= Ei;
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Table 3. Table for F; ; i =0,+1,£2 and j = —2,-1,0

i~ ) 1 0

9 (a+1)(2c—a—3) (a+1)(4c—a—3) 2(a+1)
(c—1)(a+4n+1)(a+4n+3) (a4+4n+1)(a+4n+3)(2¢—1) (a+4n+1)(a+4n+3)

(c—a—2n—2) 2c—a—2 1
(c—1)(a+4n+2) (a+4n+2)(2¢c—1) a+4n+2

0 =1 =1 0

(e—1) ( (2¢—1) )

—(2c+a+4n —1

1 Eo1,-2 a(2¢—1) a_

. —(2c+a+4n—1)(2c—a—4n—>5) —2

2 (a—1)(c—1)(2¢c—a—>b) Eog (a—1)

5 _ [Meta—-1)(2c—a—3)—8n(a+2n+2)]
H T (a—1)(2c—1)(2¢c — a — 3)
[(c+ a)(2¢c —a—4) — 2n(3a — 2¢ + 4n + 6)]
alc—1)(2¢ —a—4)

Table 4. Table for E; ; i =0,+1,+£2 and j =1,2

iNJ 1 2
(a+1)(2c+a+4n+3)(2c—a—4n—1)
2 Bz (c+1)(2c—a—1)(a+4n+1)(a+4n+3)
1 (2c+a+4n+2) (c+a+2)(2c—a)—2n(3a—2c+4n+2)
(2¢+1)(a+4n+2) (c+1)(2c—a)(a+4n+2)
1 1
0 (2¢+1) (c+1)
-1 —(2c—a) —(c=a=2n)
a(2¢+1) a(c+1)
9 —(dc—at1) —(2c—at1)
(a—1)(2¢+1) (a—1)(c+1)

B _(a+1D[(4c+a+3)(2c—a—1) —8n(a+2n + 2)]
T a+dn+ D(a+4n+3)(2c+ 1)(2c —a — 1)

In particular, in (10), if we take i = j = 0, we get the following interesting result.
1 1
— — —2n, a+2n, c+ 5
c—1 c—1 ) )
1— F: 2 s 4x(1 — dx =
/Ox (1—x) 32{ %(a+b+1), 9% s da( x)} iy

191 (3), (Ga-ctd),
@) (c+1), (Gatl),

(12)

Similarly, in (11), if we take i = j = 0, we get the following elegant result.

1 1
c—1 c—1 —271—17 a+2n+17 C+*
1-— F 2 s d4x(1— dx = 13
/ox (1-x) 32[ La+b+1), 2 ide(l—z)| de =0 (13)

Similarly, we can obtain other results. We, however, prefer to omit the details.

Conclusions

In this paper, we have evaluated twenty five interesting integrals involving generalized hyper-
geometric function in the form of a single integral.

The results are established with the help of generalization of classical Watson’s summation
theorem obtained earlier by Lavoie et al. [2].
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Fifty interesting integrals in the form of two integrals (twenty five each) have also been
evaluated as special cases of our main findings.

We conclude this paper by remarking that the interesting applications of the integrals ob-
tained in this paper are under investigations and will be published soon.
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O HOBOM KJjlacce MHTErpaJjioB, BKJIIOYAIOIIIX
0000I1TIeHHbIe TUIIEpreoMeTpuYiecKne (pyHKIINN

A nem Kniaukman

WHCTUTYT MaTeMaTHHYeCKUX MCCieoBaHuit
Yuusepcurer ITyrpa Manaitzua (UPM)
Cemnanrop, Masaitzus

IHTaaTa Kymapu Kypymymaxmn

AJ MaCTHTYT MHXKEHEPUH U TE€XHOJIOT Uil

Bucsecsapaiickuii Texnosornueckuii yausepcurer (BTY), Benarasu
Kapnaraka, Muaus

Apnxyn K. Patu

BenanTckuii nH>KEHEPHO-TEXHOJIOTUYECKUH KOJLIEIK
Texunuecknuit yauBepcurer Pamkacrana

Irar Pajexacran, Naans

Amnnoranusi. B Teopun runepreomerpudeckux u OOOOIIEHHBIX TUITEPreOMETPUIECKUX (DYHKIIUNA KJIaC-
CcHYecKre TeOPEeMbl CyMMUPOBaHUs, Takue Kak Teopembl ['aycca, Beitnn u Kammepa st cepun 2F; Yor-
cona, /Iukcona, Yumuia nu CaaJirys, UrpaioT KII0YeBYIO PoJib. [IpUIIOyKeHNsI BBINIEYIIOMSIHY ThIX TE€OPEM
0 CyMMHUPOBAHHUHU XOPOIITO W3BECTHBI. B HaIlleM HACTOSIIEM HUCCIETOBAHUN MBI CTPEMUMCST OIEHUTDH JIBa-
JIIATh [ATh HOBBIX KJIACCOB MHTErPAJIOB, BKJIIOYAIONUX OOOOIIEHHYIO THIIEPreOMETPUYIECKYI0 (DYHKIUIO
B dOpME €/IMHOrO0 MHTErpaJsia:

v - a, b, c+ 1
/ M1 —2) TR, T 2 cdz(l— )| do
o s(a+b+i+1), 2c+j
fori,7 =0,+1,+2.

Pesysbprars! ycTaHABIMBAIOTCS C IIOMOIIBIO 00OOIIEHII TEOPEMBI KJIACCUIECKONW CyMMbI YOTCOHA, I10-
Jiy4eHHol paee Jlagoite u ap. [2]. IIsaTbaecsT nHTEpECHBIX HHTEPAJIOB B GOPME JBYX BUIOB HHTEIPAJIOB
(IBaIUATH TATH KaXK/BIH) TaK:Ke ObLIN JAHBI B KAYECTBE OCOOBIX CJIy9aeB HAIUX OCHOBHBIX PE3YJIbTa-
TOB.

KuroueBrbie cioBa: 00001IeHHas rumnepreoMeTpudeckast MyHKIMsI, TeopeMa BarcoHa, ompeaeeHHbIi
WHTErpaJi, bera-uHTErpaJl.
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Abstract. The Fréedericksz effect consisting in the reorientation of liquid crystal molecules in an
extended layer under the action of inhomogeneous electric field is simulated in the paper. The constitutive
equations for tangential stress, angular velocity, and electric potential are obtained from the equations
of a simplified dynamic model of a 5CB nematic liquid crystal in the acoustic approximation. The
algorithm for numerical solution of the constitutive equations is constructed on the basis of finite-
difference schemes. The algorithm is implemented with the use of CUDA technology for computers with
graphics accelerators.
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Introduction

Liquid crystals (LCs) have in a certain temperature range both fluidity (the property of lig-
uids) and anisotropy (the property of solid crystals). There is an order in the spatial orientation
of liquid crystal molecules which significantly affects their properties. To characterize the order a
unit vector “director” is introduced. It specifies the preferred direction of the molecules. Depend-
ing on the order of orientation of molecules there are three classes of LCs: nematic (molecules
are oriented in the direction of the vector-director and located randomly), smectic (molecules
form layers, and each layer has its own orientation of molecules) and cholesteric (molecules are
form into layers, creating a spiral). Liquid crystals are sensitive to external influences which
make it possible to control their properties by changing their spatial orientation. That is why
the liquid crystal state of matter is of scientific interest to researchers. Liquid crystals are widely
used in creating displays of various digital devices. Due to anisotropy of the permittivity weak
electric field causes the liquid crystal molecules to rotate, and it results in the change of optical
properties. The reorientation of liquid crystal molecules under the action of electric field was first
observed and studied by Fréedericksz and his colleagues [1]. The orientation was changed when
strong enough field was applied to the liquid crystal. This effect was called the Fréedericksz tran-
sition, and it has a threshold character. Theoretically, it was studied using the elastic free energy
of Frank and the energy of interaction with electric field. The Oseen—Frank model [2,3] describes

*ismol@icm.krasn.ru https://orcid.org,/0000-0002-9852-9310
© Siberian Federal University. All rights reserved
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the static state of liquid crystals. According to the theory, the field causes such deformation
of the liquid crystal that distribution of molecules corresponds to minimum of the free energy
which is equal to the sum of elastic and dielectric components. The elastic energy is a quadratic
form in terms of derivatives of the vector-director with respect to spatial coordinates. However,
this model cannot be generalized for the analysis of dynamic processes. It does not take into
account translational motion because only rotational motion is considered. By now universal
dynamic model has been developed by Eriksen [4] and Leslie [5]. It is based on conservation
laws and takes into account translational and rotational degrees of freedom of molecules. This
theory describes the flow of nematic liquid crystal from the hydrodynamic point of view, and it
is reduced to the Oseen—Frank theory in the static case. The need to create new dynamic models
of liquid crystal is dictated by the complexity of the existing universal Eriksen—Leslie model that
requires construction of state functions using specific experiments. A simplified dynamic model
in the acoustic approximation was proposed [6]. It includes equations of acoustics and heat con-
duction. These equations are based on conservation laws and the Cosserat continuum model, and
they include small independent rotations of particles in addition to translational motion. The
model describes he dynamic behaviour of nematic liquid crystals under the action of mechanical,
thermal and electrical external factors.

Analysis of an unstable state in statics was carried out in [7], where the governing equations of
the model are non-linear variational Euler equations for the electric potential and the orientation
angle of molecules in the problem of minimizing the potential energy functional.

This work is devoted to modelling the reorientation of molecules in an extended liquid crystal
layer located in the electric field of a capacitor with short plates arranged periodically. The
governing equations are obtained from the simplified dynamic model of the liquid crystal in
the acoustic approximation. The developed parallel numerical algorithm is based on an explicit
difference scheme of the second order of approximation. The accuracy of numerical solution
can be improved by choosing a finer grid due to the distribution of computational load. The
computational algorithm is implemented as a software package written in C+-+ by means of
CUDA technology using video card graphics accelerators.

1. Formulation of the problem

The governing partial differential equations for the angular velocity w and tangential stress
q are obtained by differentiating the equations of the simplified dynamic model of the nematic
liquid crystal:

T T T T,

2
0%q  2a0q 5 ow « Aq+8f2 af1 7
8931 8%2

(1)

Here p is the density, j is the moment of inertia, 1 is the viscosity coefficient, a is the modu-
lus of elastic resistance to rotation, v is the modulus of elastic resistance to curvature change.
Equations (1) describe moment interactions of liquid crystal molecules under the action of in-
homogeneous electric field in a two-dimensional formulation. This model of the effect of the
Fréedericksz reorientation have a fewer number of equations in comparison with the general
model. The initial data for ¢ and w are
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_ 0 _ o Yq 2 @ +m
g =dq, w =w, — = ——
t=0 t=0 ot

t=0 J

b

=—2a<w0+q;)7 %:

t=0

where ¢%, w?

are the values of the required quantities at the initial moment of time. The initial
linear velocities and moment stresses are assumed to be equal to zero. The boundary conditions
are formulated in terms of ¢ and w. The symmetry conditions for stress state of the liquid crystal
are given in terms of derivatives g, , Wz, OF Gz, Wz, (depending on the symmetry line).

During the action of electric field bulk forces f = (P-V) E and moment of forces m = P x E
arise. Here £ = —V is the electric field vector, P = ¢p x E is the electric polarization vector,
x = € — I is the dielectric susceptibility tensor, and ¢ is the dielectric susceptibility tensor. In a

2D formulation of the problem bulk forces and moment of forces are defined as follows

de dp \ 0 dy 0 0?
f1—€0<X118 + X12 SD)(?f-l-Eo(Xma + X22 90> L4

ox Ox9 ) 0101y’
dp dy 0% oy 0o\ 0%
= 2
fa=¢o (Xu B + X12 8x2> 92,05 + €0 (X12 921 + X22 7— D 6:0 (2)

dp dp Oy dp
m = ¢o (X1 — X22) 5 Oy 0wy O Xu((axl) (3332) )

The permittivity along moleculess| and permittivity across molecules ¢ are different. Compo-
nents of € tensor depend on rotation angle of molecules 6:

e11 =g cos”f +e, sin?0, 99 = £ sin?0 + e, cos? 0, e1p=¢e91 = (e) —eL) cosBsin,

Relations for calculating components of the permittivity tensor contain rotation angle that
changes each time step when solving dynamic problem. Thus, it is necessary to add an equation
for the rotation angle to system of equations (1):

% =w. (3)

Bulk forces and moment of forces (2) are taken into account in the right parts of governing
equations (1). In turn, a change in the spatial orientation of molecular domains due to the action
of forces and moment of forces leads to a change in the permittivity tensor. Then, electric field
is changed.

The perturbation by the electric field occurs as follows. A horizontally infinite flat liquid
crystal layer located between short capacitor plates is considered. Potential difference is set
between upper and bottom plates: pt = ¢% ¢~ = —¢Y. Conditions for the continuity of the
electric potential (between the dielectric and air) and the continuity of the normal component of
the electric induction vector are set at the interface:

oo™ dp @
+ = - = - — if =
® ®, D15 €12 a1 + €22 91 1 T )
0 Op  Op~

if T2 =0.

p=¢, 512—('04—;322— =
8171 8£E2 81‘2

The initial distribution of orientation angles 8y relative to the x; axis is known inside the
layer. It is given, for example, as shown in Fig. 1. Angle 6 is calculated in succeeding time steps
using the difference analogue of equation (3).
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Fig. 1. Scheme of perturbation of the liquid crystal layer by an electric field

2. Computational algorithm

The solution of the problem includes several stages. At the first stage, it is necessary to
calculate the values of the electric potential included in (2). The electric potential satisfies the
anisotropic equation V - (¢ - V) = 0 in the LC layer. To solve this equation the finite difference
method is used to implement an iterative process in which the Poisson equation is recursively
solved using fast Fourier transform with respect to new approximation of the potential ¢™*!:

ENQ"TE =ENAQ" —V - (- V").

Here the right hand side is calculated using approximation from the previous time step ",
constant € is chosen in such a way that iterative process converges. The process continues until
the relative error defined as the uniform difference norm becomes sufficiently small. Calculations
showed that no more than 10 iterations are required for the convergence of the iterative process
with a relative error of 1077 for £ = (g +£.)/2.

The Laplace equation Ap = 0 is satisfied outside the LC layer. It is solved by the method
of straight lines. The segment is uniformly partitioned in the direction x1, and derivatives with
respect to xo are replaced by finite differences. Thus, function ¢ is discrete in the direction
x1 and continuous in the direction x5. Further, the solution is constructed using the Fourier
transform. To calculate the solution, the same rectangular grid is considered for both solutions.
The algorithm of calculation of electrical action on the liquid crystal layer is described in detail
in [8]. After finding the values of the electric potential, bulk forces and moment of forces are
calculated using (2) where partial derivatives are replaced with finite differences. At the last
stage, using the explicit second order of accuracy finite-difference scheme “cross” values of ¢ and
w are determined:

iy iz — iy io

wn—l—l —9un _wn—} + g( n+1 n—l) +
J

n v (At (WZ'L1+1,1'2 —2Wj, g, TWE 14, n Wiy i1 — 2Wi, iy +”zn1,i21> n @)
j (Azy)? (Axy)?
At _
+ Tj(mﬁ,w - m?mi)v
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« « 1 2 2«
+1 —1

o, o 1 not (e, — 2450, 3 -1 N
ioondt o (A)2)TE T p (Axq)?
L Gt = 200 ¥ i1 Pl — Pl (5)
(A[L’Q)z 2A(E1
B fl?l,iﬁl _fl?l,z'z—l « n _n—=1) __
QAZ‘Q + Z My, ig 1,12
ant <w?1+1,1'2 — 2@y F Wiy Wiiatt = 2% +w§’i7i2—1>
j (Axy)? (Axg)? '

Then rotation angle is recalculated as follows

gntl —gn 4 g((,LJ"'~'1 + wl )

11,12 i1,52 2 11,12 41,02

3. Analysis of the unstable state of LC based
on the Oseen—Frank model

When the potential difference is below of some threshold value, an oscillatory motion of
molecules occurs with a small deviation from the initial position. The static Oseen—Frank theory
is used to estimate the instability of the equilibrium of the liquid crystal. In accordance with
the theory, the distribution of orientation angles of molecules in the equilibrium state of the L.C
layer under the action of electric field created by charges on the plates satisfies the stationarity
condition for the potential energy functional:

J:/V(Ff%DJE) v .

Here V is the rectangular area selected in accordance with the symmetry of the problem, E =
= — (0,g0x2,0), D =¢eye) E+eole(n- E)n, Ac = ¢ — e 1. The Frank free energy F' in the
one-constant approximation takes the form

_1 2 2
F_27(|V nl? + |V x ) (6)

The vector-director responsible for the predominant direction of liquid crystal molecules depends
in this case only on xy: n = (cos O(x2),sinb(xz), O). The equilibrium of liquid crystal molecules
is achieved by minimizing the Oseen—Frank free energy functional:

/V(F—%D~E>dV%min, (7)

where
D-E=¢cpe E*+e9Ac(n-E)> (8)

Taking into account that the first term in expression (8) does not depend on n and n in turn
does not depend on z1, this expression takes the form

do \? do \?
D -E=¢ce <<,0> + 50A6<d(p) sin” 6.

dxo T2
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After substituting (6) and (8) into (7) and taking into account that sinf ~ 6, one can obtain

h 2 2 2
v ([ db 1 dy 1 dy 9 .
L R B BN ne (22 02l .
/0 |:2(d:E2> ZEOEJ_ <d$2 280 £ dzy Lo — Mmin

Varying the functional and integrating it by parts, one can obtain that

h 2 2
a6 dy
2T oA (22 666 day = 0.
/o[ Ty E(du) } "

Thus, the Euler equation is obtained:

Minimization of the functional gives an estimate of the instability at which the functional
loses its convexity. Corresponding Euler equation (9) with boundary conditions #(0) = 6(h) =0

has non-trivial solutions
ot —pm=m | —
co Ae’

For a 5CB liquid crystal with v = 6 - 10712 H, g = 16.7, e L = 7 the threshold value the
potential difference is about 1 V. Above this value, the molecules lose their stability and turn
along the direction of the field, forming swarms of identically oriented molecules.

4. Calculation results

A parallel program implementing the described algorithms is written in C++ using CUDA
technology for computing systems with graphics accelerators. The calculations were carried out
on the high-performance Flagman server of ICM SB RAS.

In all calculations, the coefficients for the 5CB liquid crystal were taken according to experi-
mental data [9]. Earlier, the value of coefficient a = v2j 72 was based on the resonant frequency
v* = 350 MHz obtained experimentally in [10]. In the present work, calculations were carried out
for various values of v. It was studied how the orientation of molecules changes at different time
steps in this case. The bulk density of the moment of inertia is determined as j = p (Ndg)?/12,
where 5y = 1.87 nm, N = 10, p = 1022 kg/m3. A finite difference grid is introduced in the space
1, To with the space step Ax; in the direction x1 and the space step Az, in the direction xs.
The time step is defined as At. The grid consists of a set of nodes R} ; = R(tn,>1;,,72;,)-
Loads can be specified on some sections of the boundary.

Figs. 2—4 show the results of calculations for 10 x 4 ym liquid crystal layer under the action
of electric field for various initial orientations of molecules and various arrangements of plates.
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The horizontal lines show the boundaries of the layer exposed to electric field. The thick lines
show the capacitor plates. The capacitor plates are arranged non-symmetrically in Fig. 2 a, and
they are arranged symmetrically in Fig. 2 5. The length of the upper plate is 1 ym, the length of
the lower plate is 2.5 ym in both calculations. The finite difference grid in the LC layer contains
640 x 256 cells, and in the outer parts of the layer it contains 640 x 128 cells.

a b
[ U =

-1.40 -1.09 -0.78 -0.47 -0.16 0.16 0.47 0.78 1.09 1.40

Fig. 2. Disturbance of the LC layer by electric field: level lines of electric potential ¢ at 10000th
time step; rotation angle of molecules 0 = 7 /4 (a), 0 (b)

Fig. 3 shows the level lines for the rotation angle of molecules in the LC layer for the problem
in Fig. 2 a for different a and v at various time steps. The results for v = 11 MHz and a = 0.36
Pa are shown on the left side, and results for v = 35 MHz and o = 3.6 Pa are shown on the
right side. The potential difference is 1.5 V that exceeds the threshold value of 1 V. Therefore,
liquid crystal molecules are reoriented in the direction of the electric field. One can also observe
the effect of formation of large domains of identically oriented molecules (so-called swarms), the
size of which changes with time.

Fig. 4 shows level lines with similar parameters but for symmetrical capacitor plates for the
problem in Fig. 2 b.

It is noted that the smaller v and hence coefficient o the larger swarms are formed which
more slowly break up into smaller ones over time. Swarms disintegrate already at 20000 — 25000
time step for v = 35 MHz. That is not observed for v = 11 MHz.

Conclusion

This paper presents mathematical model of the action of electrical field on liquid crystals.
Equations of the model are obtained from the previously developed dynamic model within the
framework of acoustic approximation. The model allows one to significantly speed up the time
of calculations. The algorithm for numerical solution of model equations is implemented as a
parallel program in C++ using CUDA technology.

The developed model can be used to study the behaviour of liquid crystals under the action of
electric field in dynamics and formation of swarms depending on the intensity of electric field, the
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0.60 0.77 0.93 1.10 1.27 1.43 1.60 1.77 1.93 2.10 0.50 0.60 0.70 0.80 0.90 1.00 1.10 1.20 1.30 1.40

Fig. 3. Distribution of orientation angles of LC molecule domains with symmetrical arrangement
of plates: 5000th (@), 10000th (b), 15000th (c), 25000th (d) time steps

initial rotation angle of molecules and location of the capacitor plates. The results showed that
as frequency increases smaller swarms are formed which quickly break up into smaller swarms.
The results of calculations can be applied to the study of the dynamics of liquid crystals in
the problems of propagation of thermoelastic waves caused by weak mechanical and electrical
disturbances.

This work is supported by the Krasnoyarsk Mathematical Center and financed by the Ministry
of Science and Higher Education of the Russian Federation in the framework of the establish-
ment and development of regional Centers for Mathematics Research and Education (Agreement
No. 075-02-2023-912).

- 279 -



Irina V. Smolekho Analysis of the Unstable State of a Nematic Liquid Crystal. ..

-0.40 -0.20 0.00 0.20 0.40 0.60 0.80 1.00 1.20 1.40 -0.40 -0.24 -0.09 0.07 0.22 0.38 0.53 0.69 0.84 1.00

Fig. 4. Distribution of orientation angles of LC molecule domains with symmetrical arrangement
of plates: 5000th (a), 10000th (b), 15000th (c), 25000th (d) time steps
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Ananns HGYCTOfI“IPIBOI‘O COCTOsAHNA HeMATNMYIEeCKOI'o 2KMNJKOIr'o
KpHucTaJljla Ha OCHOBe€ prOL[[eHHOﬁ ,Z[I/IHa,MI/I‘{eCKOﬁ MoaeJIin

Npuna B. Cmomaexo
WNucruryT Beraucinresbaoro mogenuposannss CO PAH

Kpacnosipck, Poccuiickas Pejiepariust

Awnnoranusi. B craree Mmozemupyercst acpdert Ppenepurca, COCTOSIUI B MEPEOPUEHAIINH MOJIEKYJT
JKHUJKOTO KPUCTAJLIA B MIPOTSI?KEHHOM CJIO€ IO, JeHCTBUEM HEOTHOPOJHOIO 3JIEKTPUIEeCKOro moJst. Ompe-
JIeJISIIOIIIEe YPABHEHUS JIJIsI KACATEJIbHOTO HAIIPSZKEHNUsI, YTJIOBOI CKOPOCTU U 3JIEKTPUIECKOTO IOTEHIHU-
aJia TOJIyYeHbl U3 YPABHEHUI YIIPOITEHHON TUHAMUIECKON MOJEIN HEMATHIECKOIO YKUJIKOTO KPUCTAJLIA
511b B akycruueckoMm mpubsmzkennn. [locTpoeH ajJropuT™M YHUCIEHHOTO PEIEHUs OMPEeISIONIINX YPaB-
HEHUl C MOMOIIBI0O KOHEYHO-PA3HOCTHBIX cxeM. IIporpamMuasi peaym3aliyss ajJropuTMa BbIIOJJHEHA IO
rexuosiorun CUDA jiy1s1 KOMIIBIOTEPOB ¢ IpadUIeCKUMY YCKOPUTEJISIMU.

Kuaro4yeBbie cjioBa: XXUJIKUA KPUCTAJ, IUHAMUKA, 3JEKTPUIECKUil moreHnual, sa¢pdexr Openepukca,

MeTOJI, IPSIMbBIX, ypaBHeHue Jlamiaca, mapasuiesabaoe nporpaMmMupoBanue, Texuosorua CUDA.
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1. Introduction and preliminaries

Recently, many authors have provided new fixed point results for multivalued mappings in
the literature by taking into account different conditions on metric spaces (see [4,7,8,11,17]).

In the present article, we prove a coincidence and common fixed points of multivalued maps
via C-class functions with a self map are taken into account with ageneralized form of contraction
condition.

Let (X, d) be a metric space. For x € X and A C X,we denote

D(x, A) = inf{d(z,y),y € A}.

Let CB(X) be the set of all nonempty closed and bounded subsets of X.
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Let H be the Hausdorff-Pompeiu metric with respect to d defined by
H(A, B) = max {Sup D(a, B),sup D(A, b)} ,
acA beB

for every A, B € CB(X).
It is well known that (CB(X), H) is a metric space and if (X, d) is complete, then (CB(X), H)
is also complete
Let f : X — X be a single-valued mapping and 7' : X — C'B(X) be a multi-valued mapping.
(i) A point z € X is a fixed point of f (resp. T') if fo = x (resp. x € Tx).
(ii) A point z € X is a coincidence point of f and T if fz € Tx.
(iii) A point z € X is a common fixed point of f and T if x = fz € Tx.

Lemma 1 ([12]). If A,B € CB(X) and k > 1, then for each a € A, there exists b € B such
that

d(a,b) < kH(A, B). (1)
Let f: X — X be a single-valued mapping and T': X — CB(X) be a multi-valued mapping

Definition 1 ([12]). 1) A point x € X is said to be a coincidence point of f and T if fx € Tx.
We denote by C(f,T) the set of all coincidence points of f and T.
2) A point x € X is a fized point of T if x € Tx.

Definition 2 ([5]). f and T are said to be commuting in X if for all x € X,
fTr e Tfx.

Definition 3 ([15]). f and T are said to be weakly commuting on X if for allz € X, fTx €
CB(X) and

H(fTx,Tfz) < D(fz,Tx).
Definition 4 ([13]). f and T are said to be R-weakly commuting at x € X, if

[Tz € CB(X)

and there exists an R > 0 such that

H(fTx,Tfx) < RD(fz,Tx). (2)
Remark 1.1 ([6]). Commuting implies weakly commuting, but the converce is not true in general.

We defined that f and T are said to be pointwise R-weakly commuting on X if for all z € X,
fTx € CB(X) and (2) holds for some R > 0.

Definition 5 ([16]). 1) f and T are said to be (IT )-commuting at x € X if
fTe C Tfx.

2) A pointwise R-weakly commuting hybrid pair is not weakly compatible in general.

3) IT-commutativity of f and T at a coincidence point is more general than their weak
compatibility at the same point.

4) A pointwise R-weak commutativity at a coincidence point is equivalent to (IT) commuta-
tivity at this point.
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Definition 6 ([9]). 1) f is T-weakly commuting at x € X if ffx € Tfx.
2) For a hybrid pair (f,T), (IT) commuting at coincidence points implies that f is T-weakly
commuting at these points.

Lemma 2. a) If f is T-weakly commuting ot x € X, then fx € C(f,T).
b) If f is T-weakly commuting at x € X and fx = ffx, then fz is a common fized point of
fand T.

In 2014, A.H. Ansari [2] introduced the concept of a C-class functions which covers a large
class of contractive conditions.

Definition 7 ([2]). A continuous function F : [0,+00)? — R is called C-class function if for
any s,t € [0, +00)?; the following conditions hold

cl F(s,t) <s,

2 F(s,t) = s implies that either s =0 ort=0.

An extra condition on F that F(0,0) = 0 could be imposed in some cases if required. The
letter C' will denote the class of all C-functions.

Example 1. The following examples shows that the class C' is nonempty:
1. F(s,t) =s—t.
2. F(s,t) = ms, for some m € (0,1).

3. F(s,t) = ﬁ, for some r € (0,1).
log(t 4 a®
4.F(s,t) = M, for some a > 1.

(1+41)
Let ® denote the class of the functions ¢ : [0, +00) — [0,+00) which satisfy the following
conditions:

a) ¢ is continuous ;
b) ¢(t) >0, ¢t > 0 and ¢(0) > 0.

Definition 8 ([10]). A function ¢ : [0,+00) — [0,400) is called an altering distance function
if the following properties are satisfied:

i) 1 is non-decreasing and continuous;

it) ¥(t) = 0 if and only if t = 0.

Let us suppose that ¥ denote the class of the altering distance functions.
Definition 9. A tripled (v, ¢, F) where ¢ € U; ¢ € &, and F € C is said to be a monotone if
for any x,y € |0, +00) ;

x <y implies F(y(z), () < F((y), o(y))-
Example 2. Let F(s,t) =s—t, p(z) =/
(VT if 0<z<1
viw) = { 2?2 if x>1

then (¢, ¢, F') is monotone.

Lemma 3 ([14]). Let (X,d) be a metric space and let {y,} be a sequence in X such that
d(Yn, Yn+1) = 0 is nonincreasing and

lm  d(yn,Yns1) = 0.

n—-+4oo

If {yan} is not a Cauchy sequence, then there exist ¢ > 0 and sequences {my} and {ny} of
positive integers such that the following sequences tend to € when k — 400

A(T2ny, s Tamy, )s A X2ng+15 T2my, ) AZ2ng  Tamp—1, A(T2n, 41, T2mp—1), AT2n 41, T2mp41)s -+ (3)
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2. Main results

In the following theorem we obtain the coincidence and common fixed point for a hybrid pair
of mappings via C-class function

Theorem 2.1. Let (X,d) be a metric space, S,T : X — X and K,G : X — CB(X) satisfying
KX)cT(X) and G(X)cCSX) (4)
¢ (rH(Kz,Gy)) < F (Y (M (z,9)) , ¢ (M (z,y))) (5)

where v > 1, F : [0,+00)? — R is C-class function, ¥ : [0,+00) — [0,+00) is an altering
distance function, ¢ : [0,4+00) — [0,4+00) is an ultra altering distance function and

M) = mex {d<Sx, Ty), D(Sz, Kx), D(Ty, Gy), 257G + DU, Ty) }

2

for all x,y € X, D(Sz,Gy) + D(Kx,Ty) # 0 and H(Kxz,Gy) = 0 whenever D(Sz,Gy) +
D(Kz,Ty) = 0. Suppose that one of S(X) or T(X ) is complete. Then

a) there exists p,q € X such that Sp € Kp and Tq € Gq.

Further, if S is K-weakly commuting and T is G-weakly commuting at their coincidence
points, therefore

b) There exists z € X such that Sz € Kz and Tz € Gz.
¢) In the case (b), if Sz =Tz, then Sz =Tz € KzNGxz.
d) In the case (c), if Sz =Tz = z, then z is a common fized point of S, T, K and G.

Proof. First, assume that there exists p,q € X such that
D(Sp,Gq) + D(Kp,Tq) =0.

So, D(Sp,Gq) = 0 and D(Kp,Tq) = 0 which implies that Sp € Gq and Tq € Kp. Since
H(Kp,Gq) =0, it follows that

D(Sp, Kp) < H(Kp,Gq) = 0.

Hence Sp € Kp.
In a similar manner, we get T'q € Ggq.
Now, assume that

D(Sz,Gy) + D(Kz,Ty) #0 for all z,y € X.
Let zp € X be an arbitrary point. By (4) and (1), we define a sequence {y,} in X such that
Yon = STap € Glon—1, Yon+1 = TT2n41 € Kaop

kH(K-TQn:GxQn—l)a
kH(Kxoy, Gxopy1), for n=1,2,...

d(y2n s Yan+1 )

<
d(Yon+1,Y2nt2) <
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Using (5) we have

Y (rH(Kxon, Grap_1)) F(¢ (M (220, %2n-1)) s (M (20, T2n—1)) ) <

F (¢ (max {d(y2n, y2n—1), D(Y2n, Kx2n), D(y2n—1, GTan—1)

D(yon, Gxon—1) + D(K2n, Y2n—1) })
2 b

¢ (max {d(yan, y2n—1), D(y2n, K2,), D
D(yan, Gron—1) + D(Kx2pn, Yon—1) }))

NN

(an—h G172n—1)

<
2

F('l/]( max {d(yva y2n71)a D(anv y2n+1)7 D(y2n717 an)

0+ D(y2n+1,Y2n—1) })
2 b

¢(max {d(y2n, Y2n—1), D(Y2ns Y2n+1), D(Y2n—1, Y2n)

0+ D(y2n2+17 Yan-1) })) <

N

/A

d n ) n—
F(1/1 (max {d(y27ny2n—1)7d(y2nay2n+1)7 (y2+12y21)}) )

d n ) n—
® (maX {d(y2m?J2n—1)7d(312m?42"+1)’ (3/2+121/21)}) ) s

N

F(¢( max {d(y2n7 y2n71)a d(ana y2n+1)

d(y2n+1a y2n) + d(y2n; y2n—1) }
) )

%0( max {d(y2n7 y2n—1); d(y2na y2n+1)

d(Y2n+1,Y2n) ‘; d(Yan, Yan—1) })))

F(QZJ (max {d(y2na y2n—1)7 d(me y2n+1)}) 5
® (max {d(an, an—l)a d(me y2n+1)}) ) . (6)

<

N

Therefore, we obtain
d(Yan, Yont1) < rH(Kx2,, Grop_1).

By the increasing of v, we get

Y (d(y2n; yan+1)) < Y (rH(Kz2,, Gran-1)) - (7)

Appling (7) in (6)and the nondecreasing property of ¢ that

Y (dYon, Y2nt1)) < F(¢ (max {d(yan, y2n—1), d(Y2n, Y2nt1)}) ;
¢ (max {d(y2nay2n—l)7d(y2nay2n+1)})) <
Y (max {d(Y2n;, Yan—1), d(Y2n; Y2nt1)}) <
Y (d(Y2n, yan—1)) -

NN

Analogously, we can show that

Y ([dYnyns1)) < F (¥ (max{d(yn, yn-1), d(Wn, Yn+1)}) ¢ (max{d(yn, Yn—1), d(Yn; ynt+1)}) )
w(max {d(ynayn—l)ad(y'ruyn-i-l)}) g
(0

<
g (d(yn; ynfl)) .
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Then the sequence [d(yn,yn+1) 4 0] is bounded below and non-increasing, hence there exist
r > 0 such that

lim  d(yn,yns1) = 0.

n—-+oo

By taking n — +oo in (8) and using continuity of ¢ and ¢, we deduce that

$(r) SF@(r), ¢ (r) <9(r).

So, ¢(r) =0 or ¢(r) = 0. It follows that r = 0.

Now, we prove that the sequence {y2,} is a Cauchy in the metric space (X, d). Suppose that
the sequence {y2, } is not a Cauchy sequence in (X, d), then there exist ¢ > 0 and two sequences
{m(k)} and {n(k)} as in Lemma 1.10 such that all sequences in (3) are tend to € > 0, when
k — +o00. Now, for & = 29,y and y = Zop(x)+1 in equation (5), we get

O (rH (K a1y, GLom(k)+1)) F (¢ (M (Zan(ky, Tamk) 1)) s PM (Zon(k)s Tam(ky+1)) <
F (¢ (max {d(San) TT2mk)+1)s D(STon(y Kxank)),
D

<
<

TTomk)+1, GTam(k)+1),

2
o(max {d(Szap ), TT2mk)+1)> D(STan(), KZon(k)),
D(Tx2m k)41, GTom(k)+1)

D(Szon(k)s GTomk)+1) + D(KTonk)s TT2m(k)+1) }))
2

F (¢ (max {d(Yan(k)—1, Y2m))» DY2n(k)—15 Y2n(k))»
D(me(k)7 me(k)+1)7
D(Yan(k)—1> Yom(k)+1) + D(Yan(k)> Y2m(k)) })

2
o({ max d(yanm) -1, Y2m k) DWan(k) -1 Y2n(k))»
D(me(k)v y2m(k)+1)»
D(Yon(k)—15 Y2mk)+1) T D(Y2n(k)> Y2m (k) }))

2

D(Szon(k)s GTomk)+1) + D(KTonk)s TT2mk)+1) })

<

N

Therefore, taking k& — 400 in inequality (9) and using the properties of F' we get

P (e) S FW(e), () <¢(e).

So, 1(g) = 0 or p(e) = 0, hence we get £ = 0 which contradiction with € > 0. Thus {y2,} is a
Cauchy sequence in (X, d), hence by (3) we deduce that the sequence {y,} is Cauchy sequence in
X. As S(X) is complete, it converges to z € S(X) and so there exists p € X such that z = Sp.

Using (5)

¢ (H(Kp,Gzon—1)) < F(¢(max {d(Sp, Tzan-1), D(Sp, Kp), D(Tx2,—1,Gron_1),
D(Spa GxZn—l) + D(Kpa Tz?n—l) })
2 9
¢(max {d(Sp, Tx2,—1), D(Sp, Kp), D(Tx3y—1, GTon—_1),
D(Spu G$2n71) + D(Kpa Txanl) }))
5 )
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So

Y (D(Kp,y2n)) < F(¢(max{d(Sp,y2n—1),D(Sp, Kp),d(y2n—1,y2n),
d(Sp, yan) + D(Kp, yan—1) })

2
@(max{d(sp,y2n71)7D(5P7KP),d(y%fhyzn)a
d(Sp,y2n) + D(Kp, yon—1) }))

5 )

Letting n tend to infinity, we get

v (D(Kp,Sp)) < F(y (maX{O,D(Sp’Kp)’O’O—i_I)(;(p’Sp)}>

© (max {0, D(Sp,Kp),0, ()JFD(QKP’SMD

< F( (D(Sp, Kp); ¢ (D(Sp, Kp)) < ¥D(Sp, Kp).

Thus, we hold ¥ (D(Sp, Kp)) = 0 or ¢ (D(Sp, Kp) = 0, then D(Sp, Kp) = 0, with implie
Sp € Kp.

Similarly, as K(X) C T(X), there exists ¢ € X such that z = Sp = Tq. Applying (5) and
letting n — 400, bu the same calculate, we can find T'q € Ggq.

Since S is F-weakly commuting at p € C(S,T) and T is G-weakly commuting at ¢ € C(G,T)
it follows that z = Sp € C(K,T) and z = Tq € C(G,T). Hence, Sz € Kz and Tz € Gz. If
Sz =Tz, then Sz =Tz € KzNGz and if Sz = Tz = z, thenz is a common fixed point of
S, T,K and G.

N

Corollary 1. Let (X,d) be a metric space, S,T : X = X and K,G : X — CB(X) satisfying
K(X)cT(X) and G(X)cCSX)

rH(Kz,Gy) < M (z,y) B (M (z,y))

where

M (z,y) = max {d(S:E,Ty), D(Sz,Kz),D(Ty,Gy), D(Sxz,Gy) 4+ D(Kxz,Ty) }

2

for all x,y € X, D(Sz,Gy) + D(Kz,Ty) # 0 and H(Kz,Gy) = 0 whenever D(Sz, Gy) +
D(Kz,Ty) = 0. Suppose that one of S(X) or T(X ) is complete. Then

a) there exists p,q € X such that Sp € Kp and Tq € Gq.

Further, if S is K-weakly commuting and T is G-weakly commuting at their coincidence
points, therefore

b) There exists z € X such that Sz € Kz and Tz € Gz.

¢) In the case (b), if Sz =Tz, then Sz =Tz € KzNG=.

d) In the case (c), if Sz =Tz = z, then z is a common fized point of S,T, K and G.

Proof. Set 1(t) =t, F(s,t) = sf(s) in Theorem (2.1), 5 :[0,1) — [0, +00). O
Corollary 2. Let (X,d) be a metric space, S,T : X = X and K,G : X — CB(X) satisfying
K(X)cT(X) and G(X)cCS(X)

rH(Kz,Gy) < mM (z,y)
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where r > 1 and

M (2, y) = max {d(Sx,TyLD(sﬂc, Kz), D(Ty, Gy), 252 CY) ! D(Kz,Ty) }

for all x,y € X, D(Sz,Gy) + D(Kx,Ty) # 0 and H(Kz,Gy) = 0 whenever D(Sz,Gy) +
D(Kz,Ty) = 0. Suppose that one of S(X) or T(X ) is complete. Then

a) there exists p,q € X such that Sp € Kp and Tq € Gq.

Further, if S is K-weakly commuting and T is G-weakly commuting at their coincidence
points, therefore

b) There exists z € X such that Sz € Kz and Tz € Gz.

¢) In the case (b), if Sz =Tz, then Sz =Tz € KzNGz.
d) In the case (c), if Sz =Tz = z, then z is a common fixed point of S, T, K and G.

Proof. Set 9(t) = t, F(s,t) = ms in Theorem (2.1),m € (0,1). O

Now we present some examples to support our Theorem

Example 3. Define ¢, : [0,4+00) — [0,400) by (t) =
ke (0,1).
Let X = [0,1] be endowed with the Fuclidean metric d. Let Gz = [O,xQ] , for all z,y € X,

we have
d(z,y) = |z —y|, D(z,Gz) = inf (d (z,b),b€e [O,xg]) , D(y, Gy) = inf (d (y,c),c€ [O,yQ])

%5 ; o(t) = 2t and F(s,t) = ks for

H(Gz,Gy) = H([0,2°],]0,4°]) =
= |x2—y2|:($+y)|m—y|</€d(x,y), ke (0,1) withz,y € [0,1].

Consequently, these mappings are satisfy all conditions of theorem, then they have a fized
point in X.
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Teopembl 0 coBnajieHnn U OOINNX HENOABUXKHBIX TOUYKAX JIJIs
ruOpuaHBIX OTOOpaXkeHuii ¢ rmomorbio GyHKIuu C-KJjacca

Taiied Xamaiizus

JlabopaTopusi IUHAMUYIECKUX CUCTEM U YIIPaBJIEHUS
Kadenpa maremarukn n nadopMaTuKu
Yuusepcurer Jlapbu Ben Mxumgn

Asxup

Crosin PanenoBuu

DakysbTeT MAIIMHOCTPOECHUS

Benrpapacknit yausepcurer

Benrpaa, Cepbus

Apcanan Xomkar AHcapu

Kadeapa maremaTnku u MPUKIIAIHON MaTEMATHKH
Yuusepcurer meaunuackux Hayk Cedaro Makraro
T'a-Pankysa, IIperopusi, Meaynca-0204, FOxuas Adpuka

Awnnoranusi. B maHHO# cTaThe MBI TOKa3bIBaeM OOIIHE TEOPEMBI O HEMOABUXKHON TOUKE JJIsI ABYX Iap
rUOPUIHBIX OTOOPAXKEHUN B METPUIECKUX [IPOCTPAHCTBAX, UCIOJIb3Ys KOHIennuo pyuknun C-Kiracca u
T-cnabyio koMMyTaTuBHOCTH. Halm Teopembl 06001ma10T HEKOTOPBIE XOPOIIIO U3BECTHBIE PE3YIbTATHI.

KuroueBbie cjioBa: MeTpuiecKoe MpOCTPAHCTBO, TUOpUIHBIE oTOOparkenust, pyukims C-kiacca.
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