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Abstract. This work is devoted to prove the existence and uniqueness of solution of BVP with non-local
assumptions on the boundary and integral gluing conditions for the parabolic-hyperbolic type equation
involving Caputo derivatives. Using the method of integral energy, the uniqueness of solution have been
proved. Existence of solution was proved by the method of integral equations.

Keywords: Caputo fractional derivatives, loaded equation, integral gluing condition, non-linear integral
equation, non-local problem, existence and uniqueness of solution.
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Boundary value problem (BVP) for the mixed type equation of fractional order is one of the
intensively developing lines of study in the field of partial differential equations. Local and non-
local problems for the parabolic-hyperbolic type equations involving several integro-differential
operators of fractional order was investigated by many authors (see [1-3] and references therein).

BVPs for loaded partial differential equations arise in problems of optimal control of agro-
economic systems, for example, in the problem of controlling the label of ground waters and
soil moisture (see [4,5] and references therein). Some results in the theory of BVPs for the
loaded equations of parabolic, parabolic-hyperbolic and elliptic-hyperbolic types were presented
in [6-8]. Integral boundary conditions have various applications in thermo-elasticity, chemical
engineering, population dynamics, etc. Integral gluing conditions were used in [9,10] and in
related works.

In this paper we consider the following parabolic-hyperbolic type equation of fractional order
with non-linear loaded term:

0 Uze —c Dgyu+ fi(z,y;u(x,0)) aty >0 1)
Umm_uyy+f2(x7y;u(mvo)) at y <0 7

where ¢ Dg, u is the Caputo derivative with fractional order a (0 < a < 1) defined as (see [10],
p. 92)

(eDgyf)y = F(ll_ ) /y (yf’_(?)adt, y > a. 2)

*o.abdullaev@mathinst.ru,  https://orcid.org/0000-0001-8503-1268
(© Siberian Federal University. All rights reserved
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There are few works where local and non-local problems for the parabolic-hyperbolic type
equation with Caputo operator and loaded terms were studied (see [11, 12] and references therein).
Similar problems for the loaded parabolic-hyperbolic type equations that include several integro-
differential operators of fractional order such as Riemann-Liouville, Erdelyi-Kober or, among
others, Atangana-Baleano operators were considered (see [13-15]). We would like to note that
the equations in the above mentioned woks have only linear loaded terms.

The main goal of this work is to prove the existence and uniqueness of solution of an analogue
of the Gellerstedt problem with non-local assumptions on the boundary and integral gluing
conditions for equation (1).

Let QT be a bounded domain with segments A1 A, = {(z,y): =1, 0 <y < h}, B1Bs =
={(z,y): =0,0<y<h}, BoAs ={(z,y): y=h, 0<z<1l}aty>0. Q ={A4,C1FE}
and Qo = {B1C3E} are characteristic triangles bounded with characteristics A1Cy : z —y = 1,
EC): z4+y=land Bi1Cy: x+y =0, ECy: x—y =1, (0 <l < 1), respectively, of equation (1)
at y < 0, where A; (1;0), A, (1;h), By (0;0), B, (0;h), C1 (5251, Ca (L35, E(1,0).

The following designations are used: Q@ = QT UQ UQ U (A1By), I = {y:0<y<h},
L={z:0<2<l}, h={z:l<a< '} Li={z:0<z<1}.

The following two problems are considered in the domain Q:

Problem I. To find a solution u(z,y) of equation 1 in the following class of functions:
W = {u(z,y) : u(z,y) € C(Q)NC* (U UQ) uz €C(QT), cDgueC(Q%)}.

The solution satisfies boundary conditions

u(m,y) |A1A2 = Qol(y)a u(x,y) BB, 902(y)a 0<y<h, (3)
l+1
U(fE,y) EC, — /(/Jl(x)v l << T ) (4)
l
'UJ(CL',y) B.1Cy; — l/fz(x), 0<z< 57 (5)

and gluing condition

yl_i}ﬁoyl_auy(x, y) =M1 (2)uy (z, —0) + Ao (z)uy(z, —0)+

@ (6)
+ /\3(:6)/0 r(t)u(t,0)dt + Aa(x)u(z,0) + As(z), 0<z <1,

4
where ¢;(y), ¥;(z) (j =1,2), Ap(z) (k =1,5) are given functions such that >~ A\?(z) # 0. The
k=1

required class of functions is specified later.

Problem II. To determine a solution u(x,y) of equation (1) in the class of functions W that
satisfies all conditions of Problem I except condition (5) which is replaced by

d —
U (;, 23:) = a1(x)uy(z,0) + az(z)ug(z,0) + as(x)u(z,0) + as(x), 0<z <, (7)
3
where ai(z) (k =1,4) are given functions such that Y a2(z) # 0.
k=1

Condition (7) is called the non-local condition which connect linear combination of values
of functions uy(x,0), us(z,0) and u(x,0) at the points of the interval B;E with the value of
d

£U

(;, _;> at the points of the characteristic B;Cj.
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1. Main functional relations
It is well-known that solution of the Cauchy problem for equation
uww_uyy+f2<x7y;u(x70)>207 at y<0

with initial conditions u(z,0) = 7(z), 0 < z < 1; uy(z,—0) = v~ (), 0 < z < 1 can be
represented as follows:

r—y =y n
ey = EEIETEZN D [ g [ [ (S5 (S @
T4y Tty Tty

If we set a1(x) = az(x) = az(x) = 0 and ag(x) = 5(x) then Problem I is a special case of
Problem II. Then we will study the existence and uniqueness of solutions of Problem II.
Using condition (7) and relation (8), we obtain

e vty (557557 (7)o
+ (1= 205(2)) 7' (@) = 205(@)7(2) — 2a4(w), O<a <L (9)

Similarly, using condition (4) and relation (8), we obtain

(@) = 7/ (z) — /fg(“x,f;xm(g;x))dg wl(””“"), I<z<1  (10)

Let hm+ y'~uy(x,y) = v*(x). Using gluing condition (6), we have
y—r

vi(z) = M(@)v™ (@) + A2 (@) (z) + As(z) /Orr(t)r(t)dt + M(x)T(z) + As(x), 0 <z <1. (11)

On the other hand, taking into account (11) and to hm Dg,; Y (y) =T'(a) lin}J Y= f(y), we
Yy—
obtain from equation (1) at y — 40 that

" (x) = T(a)A(2)v ™ (z) — T(a)X2(2)7'(z) — T(a)A3(2) /01’ r(t)T(t)dt—
—T(a)M\(x)m(x) + fi(z,0;7(z)) = T(a)As(z) =0, O0<ax<l. (12)

2. Uniqueness of solution of Problem II

Assuming A5(z) = 0, we multiply equation (12) by 7(x) and then integrate it from 0 to 1:

/ o (#)r(x)d — (o) / Na(w)r(a) ()~ T(a) / Ns()r(a) ([ i) ao-

—T(«) /01 M (2)72(z)dx — T(a) /01 M (z)T(x)v™ (z)de + /0 7(x) f1(x,0;7(x))de = 0. (13)

Obviously, if 7(0) = 7(1) = 0 then, integrating by parts, we obtain
1 L
/ ' (z)7(x)dx = —/ 7'(z)dx <0, (14)
0 0
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(o)

F(oz)/o Ao (z) ()7 (2)de = — 2)/0 /\/2($)T2(I)dx. (15)

Taking into account that

2

/ a@yr(o) ([ e ) de =t [ 1 2 ([ rtorar) -

2

:r(a)i‘?’((ll)) ( /0 1r(t)7(t)dt> ~T(a) /0 1 (i‘*&? ) ( /O wr(t)7(t)dt>2dx,

we obtain that inequality

is satisfied provided that

As(1) and (23 /
>0 e (5) <o 1o
Let us consider now the integral
//\1 d:c—/o 7(z) f1(z,0; 7(x))dx =
l 1 1
/0/\1 x)dx 4+ T'(« )/l Ar(x)T(x)v (x)d:rf/o 7(z) f1(z, 0;7(x))dx.

Taking (9) and (10) into account when 91 (z) = a4(x) = 0 and assuming 1 + 2a;(z) # 0, we
obtain

J = —T(a) /OZT(x)Al( )d / £ (5;”3 ggx,r(f_gx))df+F(a)/0lB(a?)T(x)T’(x)dm—

- /01 7(2) f1(z,0;7(x))dx — / C(x)m*(x)dz + T'( )/l1 A (2)7 ()7 (2)de—

‘F(“’/l () “d“”/l (S5 (555))ee an

_ 2a3(z)Ai(x)
1+ 2a(x)

here A; —_—
where A;(z) = 21+ 201 (1))
Thus, assuming that

F(a)/o B(z)7(z)7'(z)dz = F(;)/o B(z)d (7'2(33)) = —11(204)/0 7%(2) B (z)dx ,

F(a)/l A (2)7(2)7" (2)dx = T/l A (z)d (Tz(x)) :—T/l 2 (2) N (x)da

and using (16), we have

JF(a)/l)\ dx/olT ) fi(x,0;7(x (18)
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1
Thus, considering (14), (15), (16), (17), (18) and assuming that 5)\’2(@ —A4(z) <0, it follows

from (13) that 7(z) = 0.

Hence, based on the solution of the first boundary problem (1) and (3) we obtain u(x,y) =0
in Q7. Further, taking into account that 7(x) = 0, we obtain from functional relations (9) and
(10) that v~ (x) = 0. Consequently, taking into account solution (8), we have u(z,y) = 0 in

closed domain Q; (j =1,2).

Let us assume that f;(z,y;7(z)) = 0 at 7(z) = 0. Then the following theorem can be

formulated

Theorem 2.1. Let us assume that conditions
Ai(z) 20(<0), (1=1,2), 7(x)fa(s,s —x;7(s)) =20 (< 0);
7(2) fi(z,0;7(2)) <0, B'(x) <0, Ai(z) <0, C(x)<0;

)\3(1) )\3(3?)
rm = ( (@)

are valid then the solution u(x,y) of Problem II is unique if it exists.

Vi
1
) <0, SX) ~ ala) <0,

3. Existence of solution of Problem 1
Theorem 3.1. If conditions (19), (20), (21) and
fileyir(@) € € (2F) NCH(QF), fale,ys (@) € C (aUD) NCH (R UQy);
[fi @,y m2(2)) = fi(@, g3 72(2))| < Ljlma(z) — ma(2)|, Lj = const >0 (j = 1,2);
p1(y), 2(y) € C(I)NCH(I), Wi(x) € C (L) NC* (L)
ai(z) € C' (L) NC* (L), M(z) € CY(L)NC? (L), i=T1,4, k=15

are fulfilled then there exists a solution of Problem I.
Proof. Taking (9) and (10) into account, from (12) we obtain that
(z) = Fi(z), 0<z<lI,

(z) = Fa(x), I<z<1,

Fi(z) = T(a)As(2) /Owr(t)T(t)dt +T(a) A () /OZ fo (5 ; z & 3 Lo (5;””)) dé—

— 1(2,0;7(2)) + T(@)(B(x) + A2 (2))7'(2) — T(a)(C(2) — Aa(2))7(2) + D(x),

Fy(x) =T(a)As(x) /lm r(t)T(t)dt — I'(«) Az () /lz f2 (5—}2—x7 ¢ ; gC;T £—|2—x>) dé—

i 07(a)) + D) () + Mol () + D)) @)+
+1(0) (Ms(o) = Mo (57
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and D(z) = I'(a) (/\5(13) - 21/\:'(2?14(5:))).

Solutions of equations (26) and (27) together with conditions
7(0) = ¢2(0), 7() =¢1 (1) and, (1) =91 (1), 7(1) = ¢1(0),

respectively, are

T l
@)= [ @-oRma-7 [ (-oRG@+(1-7) @0+ 700 6o
and
T(x)_/l“” @ = OR(Od+ 7= [ Q= 0ROd+ =i )+ T=ja0). ()

Further, substituting (28) and (29) into (30) and (31), respectively, we obtain

x x l 1
(@) = I'(a) /0 r(2)r(2)dz / (x—t)A?,(t)dt—@x /O r(2)7(2)dz / (1= ) (t)di—

~r(e) [ "l — OB + Aa(6)) 7(H)dt — T(a) / "= () — M)r(der

+ F(C;)” / - 0B + 2] (1t
0

F((;)z /l(l —t)(C(t) — ()T (t)dt + Ff (z) + @1 (z,7(z)), 0 <z < (32)

where
F () = /Ow(x - t)lD(t)dt - ”;/Ol(z — #)D(t)dt + (1 - %) 02(0) + %/;1(1),
B, (2, 7(x)) = %/0 (I )1 (¢, 0: 7()) dt +
+F(?)“”” /Ol(z —t)Al(t)dt/Ot £ (f;”, 5;’5;7 (5;”)) de
—/Ox(x — ) f1(,0; 7(8))dt — T() /Ox(x —t)Al(t)dt/Otfg (5‘2”7 ¢ > L, (i”)) e,

and
T T a — 1 l
7(z) = F(a)/l r(z)T(z)dz/ (x —t)A3(t)dt + al l)(il )/l T(z)T(z)dz/ (I —t)A3(t)dt—
—T(a) lw[(z — (A (t) + A1) T(t)dt + F(a)/lm(z — )\ ()T (t)dt+
A oo - 20T - o + a0 e+
+ F5(z) + Oa(z,7(2)), I<z<], (33)
where

Fi@) =1(@ [ =0 (a0 - Mot (5)) -

_ l_l“”” /l1 <A5(t) — () <l;t>) dt + 11::;‘/’1(” + %wl(o)
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and

B r(w) = T [ 1= OR0re)is

+1W/ll(l—t)A2() /f2(£+t,£;t,r(§;t>)d§_
_/lz(x—t)fl(t,O;T(t))dt—F(a)/lx(x_t)AZ() /f2 (€+t7£;t77(§;—t>)d£.

After some simplifications, equations (32) and (33) can be rewritten in the form of Fredholm

integral equations of the second kind
/lez 2z + Fi(e, (), 0<z < (34)

and

/ Ko(z, 2)7(2)dz + Fo(z, 7(x)), <z <1 (35)

Here Fj(z,7(z)) = Ff () + ®;(2,7(z)) (j =1,2), and

Ki(z,2); 0<z<uz, [ Ka(z,2); 1< z< x,
Ki(w,z) = { Kis(z,2); <2<’ Ka(w,z) = {Kgg(x,z); <2< 1,
with
T l
Ky (z,2) = F(a)r(z)/ (z —t)As(t)dt — F(la) xr(z) [ (I —t)As(t)dt+
0@ (B + 2e(2) + T(@)2 72 (B(2) + 2a@)) + T (0(2) - a2,
! (6%
Kia(z, 2) F(a)%r(z)/ (I —t)As(t)dt + yx[(l —2)(B(2) + XA2(2))]+
+D(@) (1 = 2)(C() = Aa(2)),
T l
Kon(x, 2) = D(a)r(2) / (@ — g (D)dt + wr@) / (I — O)Ns(D)dt+
() =2 0(2) 4+ 2a(2) ~ (@)~ DT T 00() + M) + 1) EDE =)
and

l —
r(2) / (I — B)Aa()dt + W[u —2)((2) + ()] +

l—x
T (I = 2)A(2).

1-1
+I'()

Besides, due to regularity of functions in (22), (23), (24) and (25) it is not difficult to verify
that |K;(x,t)| and ’ﬁ](x)’ , ( =1,2) are bounded. Moreover,

Ki(z,t) € C([0,1] x [0,1) UCZY ((0,1) x (0,1)),

Ka(z,t) € C([L,1] x [L,1)) U Coy (1, 1) x (1, 1))
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and F(z) € C[0,1] U C2(0,1), Fy(z) € C[l,1]U C%(1,1).
Since kernels Kj(x,t) are continuous and functions Fj(z) are continuously differentiable,
solutions of integral equations (34) and (35) can be derived in terms of resolvent-kernel as follows

7(x)

l ~ ~
/0 Ri(z,2)Fi(2,7(2))dz + Fi(z,7(x)), 0<z <1 (36)
and .
T(z) = /l Fy(z,7(2))Ra(z, 2)dz + Foz, m(x)), | <z <1, (37)

where R;(z, z) is the resolvent kernel of K;(z, z).

Considering functions ®,(x, 7(x)) (j = 1,2) from (36) and (37), the Fredholm type nonlinear
integral equations are constructed

l J—
T(l‘):/o le(x,t)dt/ fa <§+t,§2t,r<€;t>>d£+

!
R1 (z t)dt/ Lio(t, Z)dz/ f2 (5—;2’6;2’7(5;Z>>d§+
(38)
!

l
+/0 Lll(x,t)fl(t,O;T(t))dt+/ Rl(x,t)dt/ L11(t, 2)dzf1(2,0; 7(2))dz+

+F (z /Fl (t)Ry(z,t)dt, 0<x <,
and .
t —t t
() :/ L22(a:,t)dt/ fo <5+ & S (5; >) dé +
l
1 1 .
41/ Rﬂxﬁﬁﬁ/mLmﬂt@dz/‘ﬁ2(§+z,£ Z,T(£+Z>)df+
l l 2 2 (39)
1 1
+/ L21($7t)f1(t70;7—(t))dt+ RQ(mvt)dt/ L21(t,2')f1(2,0;7'(2))d2+
l l l
1
+F5(x) +/ Fy(t)Ra(z,t)dt, 1< x<1,
l
where
t(l — )
; <t< o,
Ly (z,t) = x(ll— H ; Lia(z,t) = T(a) Ay (t) L1y (2, 1);
; ;o x <t
DA cicn
L21 (l‘,t) = (1 _ t)_(x _ l) ; ng(l‘,t) = F(a)Ag(t)Lgl(x,t).
—— r<t<1
1-1
It is not difficult to verify that
! 212 ! 2(1 —1)2
/ Lll(l‘,t)dt < = Mll; / Lgl(l‘,t)dt < u = Mgl. (40)
0 27 . 27

Now, assuming that |I'(a)A;(z)| < Bj; ’fo i(x,t dt‘ d;, (j = 1,2) and taking into
account (40), we obtain

!
/ Lio(z,t)dt| < 1My = Mio;
0

1
/ L22(1’at)dt‘ < BaMa1 = Mag, (41)
1
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l l
Rl(x,t)dt/ Llj({E,Z)dZ < (51M1j = Nlj; (42)
0 0

and

1 1
Rg(x,t)dt/ ng(x,z)dz < 52M2j = NQJ', (] = 1,2). (43)
l

Solvability of integral equation (38) can be established with the use of the method of successive
approximations. Let us assume 7q(x) = F}(x) and define the functional sequence {7, (z)} in the
following form:

! g+t E—t £+t
Tn(x)f/o ng(x,t)dt/ fz( 5 Tl (2>)d5+
§4+2z E—2 E+ 2z
/Rlxt)dt/ L12(t Z)dZ/ f2< 5 ' 9 77-11—1( 9 >>d£+ (44)

l l l
—|—/O Lu(:c,t)fl(t70;7n,1(t))dt—|—/0 Rl(w,t)dt/o Lu(f,Z)fl(Z,O;Tn,1(Z))dZ+

l
() +/ Fr(O)Ry(z,t)dt, 0<a <],
0

. !
where Fj(z) = Ff(z) + [ F}(t)R:(z,t)dt.
0

Let us assume that

|f1(2,0,7'(2:))| my,

(G G () ame

Considering (22), (23) and taking into account (40)—(43), we obtain from (44) the following
inequalities

|71(z) — T0(2)] < M(my + mg),where M = max{Mj; + Nq1; M12 + Nia},

|72(z) — 11 (x)| < |11(x) — To(2)] - |L1 (M1 + Niy) + Lo(Mi2 4+ Ni2)| <

(45)
< M(Ly + La)|m(x) — 1o(x)] < M?(Ly + La)(my +my),

70 (2) = Tao1 ()] < M(Ly 4 La)|mn-1(x) — Tn_a(z)| < M"™(L1 + L)™' (my + my).

Thus, we have contraction mapping. Let us note that solvability of the considered problem
was reduced to integral equations (34) and (35). Based on the uniqueness of solution of the
problem and due to equivalence of the problem to integral equations in the sense of solvability,
we establish that integral equations (34) and (35) have a unique solution. Since, an integral
equation does not have more than one solution and we have contraction mapping, one can
conclude that functional sequence {7,(x)} has a unique limiting function 7(z).

With the arguments given above one can prove solvability of equation (37). Unknown function
v~ (z) can be found from (9). Solution of Problem II in the domain Q% is the solution of the
first BVP [2,16]. Solution of Problem II in the domain €2; is given in (8). Hence, Theorem 3.1
is proved.

Remark. Let us note that functions f;(z,y,u(z,0)) = uPi(x,0) satisfy our assumptions and all
conditions on functions f;(x,y;u(x,0)) at p; = const >0 (i =1,2).
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PazperumocTts KpaeBbIX 3a/1a4 JJid nnapadosio-runepbosmnyec-
KOI'0 YpPaBHEHUS C HEJIMHENHOUN HArpy>KEHHOI cJjiaraeMomn

ObumkoH AbayniaeB

Nucruryr maremaruku nMm. B. . Pomanosckoro Akanemun nayk Pecrybsukn Y36exkucran
TarmkenT, ¥Y36ekucran

Haronasbabiit yauBepcurer Y36ekucrana

TarmkenT, Y36ekucran

Awunorarnusi. Jlanaasi paboTa IMOCBSIIEHA JTOKA3ATEIbLCTBY CYIIECTBOBAHUSI W €JIMHCTBEHHOCTU Kpae-
BOI 3a/Ia4N C HEJOKAJBbHBIMU KPAEBBIMU M WHTEIDAJBHBIMU YCJIOBUSIMU CKJIEMBAHWS 1T TApabOoJIo-
rUIEpPOOIMIECKOTO YPaBHEHUSI C JIpobHOit mpousBoauoit Kamyro. [IpuMmenennem MmeTojia MHTErpaJIoB SHEP-
MU JIOKa3aHa €JIMHCTBEHHOCTH perneHust 3amadn. CylnecTBOBaHME PeIIeHMs ObLIO JOKA3aHO METOJOM
WHTErPAJIbHBIX YPaBHEHMUIA.

KuaroueBrnle ciioBa: npobuast npousBoanass KamyTo, HarpykeHHOe ypaBHEHUE, HHTErPAJIbLHOE YCIOBUE
CKJIENBAHMU:, HEJIMHEIIHOe HHTErPAJIbHOE YPaBHEHHE, HEJIOKAIbHAS 33/1a4a, CYIIECTBOBAHUE U €MHCTBEH-
HOCTDb pEIIeHUsI.
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Abstract. The conditions of broadening the second harmonic spectrum in KDP upon pumping by
a negatively chirped pulse of fundamental frequency with central wavelength of 950 nm are analyzed
numerically. It is shown that broadening of the spectrum (K = 1.4) is mainly limited by difference in
group velocities of radiation pulse between first and second harmonics. The article is based on materials
of the report at the first All-Russian scientific conference with international participation "YENISEI
PHOTONICS - 2020".
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Introduction

Currently, all powerful femtosecond laser systems operate in the infrared spectrum range
(0.8-1 microns). The expansion of their spectral range will make it possible to push the bound-
aries of the application fields of these systems and, in some cases, will help to increase the
interaction efficiency of femtosecond radiation pulses with matter. The way to advance into the
visible region of the spectrum due to the generation of the second harmonic (SH) during the
conversion of infrared (IR) radiation in a nonlinear crystal is known. However, the possibility
of converting high peak power IR radiation into SH is limited by the technological difficulties
of manufacturing thin (less than 1 mm thickness) nonlinear crystals with a sufficiently large
diameter (20 cm or more), and the low quality of SH radiation due to phase self-modulation,
cross-modulation, Kerr self-focusing, and deep spectrum modulation in a nonlinear crystal.
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In the last decade, an alternative way of creating multi-terawatt laser systems has been
developed in HCEI SB RAS, Tomsk. It is based on the use of a solid-state femtosecond laser
complex and a photodissociation XeF(C-A) amplifier with a gas active medium [1,2]. The
advantages of this hybrid scheme are the low optical nonlinearity of the gas active medium,
the visible radiation range (475 nm), the ability to scale the gas amplifier, the achievement of
high contrast due to the conversion of radiation in a nonlinear crystal and a low gain in the gas
medium. In 2012, the THL-100 laser system produced a record peak power of 14 TW for the
visible spectrum [1, 2]. In recent years, research has been conducted to increase this power.

An attractive method for increasing peak power is to reduce the duration of a transform
limited radiation pulse without increasing its energy. To reduce the pulse duration, it is necessary
to increase the width of its spectrum. For this purpose, phase modulation is usually used when
a femtosecond pulse passes through gaseous or solid media. Since our system uses a non-linear
crystal (KDP), it suggests organizing a broadening of the spectrum with a subsequent reduction
in the duration of the SH pulse directly in the non-linear crystal itself [3]. Unfortunately, this
method of broadening is poorly studied in the literature, and we have found only one work
devoted to this [4], which showed the possibility of increasing the spectrum width in a nonlinear
BBO crystal and reducing the duration of the SH pulse with a wavelength of 400 nm to two
times.

In our opinion, additional theoretical and experimental studies are required to find opti-
mal conditions for broadening the SH spectrum and obtaining information about the physical
processes responsible for this.

In this regard the present work is devoted to study of conditions of SH generation upon
pumping a nonlinear crystal at a wavelength of 950 nm with transform limited and chirped
pulses in order to determine the processes that affect the broadening of the SH spectrum.

1. Instrumentation and techniques

The experiments were carried out on a Ti:Sa femtosecond complex, which is a front-end for
THL-100 multi-terawatt laser system. The complex consists of a master oscillator, stretcher, re-
generative and two multi-pass amplifiers, compressor on diffraction gratings, and a SH generator
(2 mm, KDP crystal). The complex operates at a central wavelength of 950 nm with 50-70 fs
pulse duration, the radiation pulse had 10 mJ energy. The transform limited radiation pulse
with 60 fs duration or negatively chirped pulse with 700 fs duration were used. The pulse was
chirped in the compressor by increasing the distance between the gratings. After compressor,
the Gaussian fundamental frequency beam had 16 mm diameter at 1/e2 level. In front of the
KDP the beam radius was reduced by factor of two in mirror telescope. The transform limited
duration of SH chirped pulse was obtained using compression in glass block.

To measure the energy of laser radiation Gentec and OPHIR meters were used. The emission
spectra were measured using ASP150C spectrometers (Avesta-project) and Ocean Optics HR4000
(2001100 nm, 0.7 nm).

The simulation model allows analyzing the influence of such factors as: difference between
group velocities of the first and second harmonics, self-phase modulation, and dispersive spread-
ing of radiation pulses. The model was based on solving a system of nonlinear Schrodinger
equations for the first and second harmonics in slowly varying wave approximation [5|. The
system of equations describing the process of second harmonic generation in the approximation
of slowly varying amplitudes has the following form:

—— + ZDlT + iDJ_AJ_A] + i’YATAQG_iAkw'F ia1A1(|A1|2+ 2|A2|2) = 07 0<z< LZ, (1)
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0A 0Ay  0%Ay 2 iAkT 2 2
P + v an +1D9y e +iDy A Ay + iyAfe +iaaA1(2)41]° + |A2]7) =0, )
as = 201 = 2a,
10,6 0
A = ;E(TE)’ (3)

where 7 is the dimensionless time in the main coordinate system accompanying the pulse, z is
2

the longitudinal coordinate, Dj ~ —0.5-— are the coefficients characterizing the second-order
dispersion, +y is the coefficient of nonlinear coupling of the interacting waves, Ak = ko — 2k; is
the detuning of the wave numbers. The complex amplitudes of the harmonics normalized to the
maximum amplitude of the first harmonic are taken in the initial section of medium (z = 0).
The parameter v is proportional to the difference between the reciprocal values of the group
velocities of the second harmonic waves and the fundamental frequency, L, is the length of the
nonlinear medium.

The initial distribution of first harmonic amplitude is modeled by a Gaussian pulse taking
into account the normalization and chirp parameter C:

A(n,r) = exp(—(1 +iC)((n — Le/2)/7)?/2 = (r/r0)*/2). (4)

Such chirped pulse can be compressed to transform limited one with the duration /1 + C?
shorter than the original. The coefficient v was determined from experimental data, v and D;
were calculated using the Selmeyer formula by differentiating n with respect to the wavelength [6]:

13.00522)2 L _0.01008956 5)
A2—400 A2 —0.0129426’

n3 = 2.259276 +

3.2279924)\? n 0.008637494 (6)
AZ — 400 A2 —0.0122810°

For the analysis, we took conditions close to the experimental ones, namely: wavelength of
the first harmonic was 950 nm, duration of the transform limited pulse was 60 fs and 700 fs for
chirped pulse, and 10 mJ energy. The conversion to the second harmonic was simulated in a
KDP crystal of 1st phase-matching type with thickness of 2 mm.

The phase matching angle (§ = 41.6°) was found from the dependence n,(950 nm) =
= n.(475 nm), and the spectral phase matching width (AX = 8.5 nm) from the condition
sin 02(%) = 0.5, where Ak = k(950 + AX) — k(475 + AX/2). Since the total spectrum width
is 18 nm, the narrowing effect due to the finite phase matching width can be neglected during
conversion.

n? = 2.132668 +

2. Results and discussion

To clarify our experimental data, Fig. 1 shows the spectral composition of second harmonic
radiation for transform limited (1) and chirped (2) pulses. It can be seen that when a chirped
pulse is used, approximately one and a half times, rather than a twofold broadening of the
spectrum, as in [1], is observed.

The task of our calculations was to find the reasons for this behavior of SH spectrum and
verify the analytical conclusion [1] taking into account all main processes accompanying the
second harmonic generation process: dispersive spreading of pulses, runaway of pulses in the
crystal thickness due to difference in group velocities, effect of Kerr nonlinearity, etc. Let us

— 146 —



Sergey V.Alekseev. .. Simulation of Broadening the Second Harmonic Spectrum in KDP ...

1,0
0,8 /AN

I, a.u.

T
ey .

466 468 470 472 474 476 478 480 482 484

M—

0,0

A, m

Fig. 1. Spectra of SH radiation pulses: 1 — transform limited pulse, 2 — negatively chirped pulse

begin with analysis of the results of [1], where the task of chirped pulse converting was carried
out analytically neglecting the effects of dispersion and nonlinearity. In the case of transform
limited pulse (the pump envelope has the form exp(—t?)) and with a low conversion efficiency in
SH, its envelope will look like exp(—2t2) . This means that the pulse duration will be reduced by
V2 times. Accordingly the spectral width should increase (up to 7.8 nm with pulse duration at
the first harmonic of 60 fs). With increase of conversion efficiency the pulse at second harmonic
approaches to the pulse of first harmonic exp(—t2) , that is, its duration increases and the
spectrum narrows. If a chirped pulse exp(—(1 + zC)tz) is converted, then with low conversion
efficiency for SH pulse the expression exp(—(1 + iC)(v/2t)?) will be valid. With increasing of
efficiency, this expression tends to exp(—(1+ 2iC)t?). A chirped pulse exp(—(1 + iC)t?) with a
chirp parameter C' can be compressed to a transform limited one, while shortening the duration

n v1+ C? times.

From this it can be seen that the ratio of minimum pulse duration at first harmonic to second

v/2 , and for high efficiency it can reach
\/1+C2/\f\/1+02 ’
V14 C? / V1+40?

process takes place — the spectrum Wldth increases with an increase in the conversion efficiency.

is for low conversion efficiency

2, according to the relation d Thus, for a chirped pulse, the opposite

Simulations showed that self-phase modulation and dispersive spreading of pulses insignifi-
cantly effect on SH emission spectrum broadening. In Fig. 2 shows the calculation results showing
the dependence of SH radiation spectrum width on conversion efficiency for negatively chirped
and transform limited pulses.

It can be seen that general trend remains with the results obtained in 1], where approximate
consideration was used, namely: with increase of conversion efficiency the spectral width of
second harmonic increases in case of first harmonic chirped pulse, and decreases for transform
limited pulse. Analysis of the factors influencing broadening of SH spectrum in simulation
showed that the main factor limiting the broadening of SH spectrum during the transformation
of chirped pulse was the difference in group velocities. The dispersion of group velocities limited
the broadening at level K = A\, /AN = 1.1, where A\, is the width of the second harmonic
spectrum upon pumping with chirped pulse, and AX — upon pumping by transform limited
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Fig. 2. Dependence of the width of SH radiation spectrum on conversion efficiency for 2 mm
KDP crystal

pulse. This is less than theoretically possible K = 1.4, which can be obtained with low conversion
efficiency. Nevertheless, taking into account the decrease of second harmonic spectrum width
upon the transformation of transform limited first-harmonic pulse with increase of conversion
efficiency, in the calculation, the spectral width for chirped pulse at high conversion efficiency
was 1.3 times greater than conversion of transform limited pulse. This calculated value is close
to that obtained experimentally (Fig. 1).

Conclusion

Thus, in result of numerical simulation of second harmonic spectrum broadening in KDP upon
pumping by negatively chirped pulse of fundamental frequency with central wavelength of 950
nm and pulse duration of 700 fs, a fairly good agreement was obtained between the spectrum
broadening (K = 1.3) and experimental result (K = 1.4). It was shown that SH spectrum
broadening is mainly limited by the difference in group velocities of radiation pulse of first and
second harmonics.

The experimental study was carried out with the financial support of Russian Foundation
for Basic Research within the framework of scientific project no. 18-08-00383 and numerical
calculations with financial support of Russian Science Foundation for no. 19-11-00113.
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1. Introduction and preliminaries

It is well known that the Banach contraction principle is a very useful and classical tool
in nonlinear analysis [3]. After that, the generalization of this principle has been a heavily
investigated. For example, in 1969, Nadler [10] extended the Banach contraction principle for
set-valued mapping as follows:

Theorem 1.1. Let (X,d) be a complete metric space and T : X — CB(X) be a set-valued
operator. Also, let H : N(X)? — [0, +0c] be the Hausdorff metric on N(X) which defined by

H(A, B) = max {sup D(a, B),sup D(b, A)} ,
acA beB

where D(a,B) = D(B,a) = biggd(a,b). Assume that there exists a € [0,1) such that
H(Tz,Ty) < ad(zx,y) for all x,y € X. Then T has a fized point in X.
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Then Ciri¢ [6] extended Nadler’s result as follows:

Theorem 1.2. Let (X,d) be a complete metric space and T : X — CB(X) be a set-valued
operator. Assume that there exists o € [0,1) such that H(Txz,Ty) < aM(x,y) for all z,y € X,
where

M (z,y) = max {d(a?, y), D(z,Tz), D(y, Ty), %[D(ac, Ty) + D(y, Tat)]} .

Then T has a fized point in X.

In 2011, Amini-Harandi [2] considered some fixed point theorem for set-valued quasi-
contraction mappings in metric spaces.

Theorem 1.3 ([2]). Let (X,d) be a complete metric space and T : X — CB(X) be a k-set-valued
quasi-contraction with k € [0, %), that s,

H(Tz,Ty) < kmax {d(z,y), D(z,Tx), D(y, Ty), D(x,Ty), D(y,Tx)}
forall x,y € X. Then T has a fized point in X.

On the other hands, Ran and Reurings [12], and Nieto and Rodriguez-Lépez [11] studied
the Banach contraction principle distinctly from another point of view. They imposed a partial
order to the metric space (X,d) and discussed on the existence and uniqueness of fixed points
for contractive conditions and for the comparable elements of X (also, see [1,4,6-8, 13, 15]).
Moreover, in 2012, Wardowski [14] obtained a new fixed point theorem concerning F-contraction
for single-valued mapping.

Theorem 1.4 ([14]). Let (X, d) be a complete metric space and T : X — X be an F-contraction.
Then T has an unique fized point ©* € X and for every xg € X a sequence {T"Zo}tnen 1
convergent to x*.

In this paper, we obtain several fixed point results for set-valued F-contraction mappings
in quasi-ordered metric spaces. Also, we prepare some examples and an application to the
existence of a solution for Volterra-type integral equation. Throughout this paper, the family
of all nonempty closed and bounded subsets of X is denoted by CB(X), and the family of all
nonempty subsets of X by N(X).

Definition 1.1 ([9]). Let (X, d) be a metric space with a quasi-order “ < ” (pre-order or pseudo-
order; that is, a reflexive and transitive relation). We say that X is sequentially complete if every
Cauchy sequence whose consecutive terms are comparable in X converges.

Definition 1.2 ([9]). Let (X, d) be a metric space with a quasi-order “ <. For two subsets A,
B of X, we say that A C B if each a € A and each b € B imply that a < b.

Definition 1.3 ([9]). Let (X, d) be a metric space with a quasi-order “ <7.

(i) A subset D C X is said to be approximative, if the set-valued mapping Pp(z) = {p € D :
d(xz,D) = d(p,z)} for all x € X has nonempty value.

(ii) The set-valued mapping G : X — N(X) is said to be have approximative values (for
short, AV), if Gz is approximative for each x € X.

(iii) The set-valued mapping G : X — N(X) is said to be have comparable approximative
values (for short, CAV), if Gz has approximative values for each € X and for each z € X,
there exists y € Pg.(x) such that y is comparable to z.
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(iv) The set-valued mapping G : X — N(X) is said to be have upper comparable approxima-
tive values (for short, UCAV), if Gz has approximative values and for each z € X, there
exists y € Pg, () such that y = 2.

(v) The set-valued mapping G : X — N(X) is said to be have lower comparable approxima-
tive values (for short, LCAV), if Gz has approximative values and for each z € X, there
exists y € Pg,(z) such that y < z.

Definition 1.4 ([9]). The set-valued mapping G is said to has a fixed point if there exists z € X
such that x € Gz.

2. Main result

From the idea of Wardowski [14], we consider a new type of F-contraction for set-valued
operator in quasi-ordered metric spaces as follows.

Definition 2.1. Let H : N(X)? — [0, +00] be the Hausdorff metric on N(X) and F : Rt — R
be a mapping satisfying the following conditions:

(F1) F is increasing, i.e., for all a,b € R* such that a < b, then F(a) < F(b);

(F2) for each sequence {ay, },,c\ of positive numbers lim a,, = 0 if and only if lim F(a,) = —oc;
n— o0 n—00

(F3) there exists k € (0,1) such that lim o*F(a) = 0.

a—0t

A mapping G : X — CB(X) is said to be an F-contraction if there exists 7 > 0 such that
H(Gz,Gy) > 0= 7+ F(H(Gz,Gy)) < F(d(x,y)) (1)
for all z,y € X.

Example 2.1. If F(a)=Ina+a foralla > 0 and H : N(X)? — [0, +00] is the Hausdorff metric
on N(X), then F satisfies (F1)-(F3) and each mapping G : X — CB(X) is an F-contraction
such that H(Gz, Gy)e(G=Gy)=d@y) L e=Td(x,y) for all 2,y € X.

Example 2.2. If F(a)=Ina for all a > 0 and H : N(X)? — [0, +0c0] is the Hausdorff metric
on N(X), then F satisfies (F1)—(F3) and each mapping G : X — CB(X) is an F-contraction
such that H(Gz,Gy) < e "d(x,y) for all z,y € X.

Definition 2.2. Ordered-close operator is set-valued operator G : X — CB(X) if for two
monotone sequences {x,},{y,} C X and xo,y0 € X; z, = X0, Yn — Yo and y, € G(z,) imply
Yo S G(SL’()).

Theorem 2.1. Let (X,d, =) be a sequentially complete metric space. Also, let the mapping
G: X — CB(X) be an ordered-close set-valued F-contraction and has UCAV. Then G has a
fized point z* € X.

Proof. Let xg € X. If x¢g € Gxg, then our proof is complete. Otherwise, since G has UCAV, there
exists 21 € Gxg with 29 # 21 and 29 < 21 such that d(zg,z1) = iréf d(xo,z) = D(z9,Gxg).
xeGxg
Continue this procedure, we obtain a non-decreasing sequence {x,}, where z,, € Gx,,_1 with
Tp-1 = &, and x,_1 # x, such that d(z,,zp,+1) = iréf d(zp,z) = D(xn, Gz,). On the other
rxeGry

hand,
D(zp,Gzxy,) < sup D(z,Gzp) < H(Gzp, Gry_q).

2EGTp_1
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Therefore, d(z,,2n+1) < H(Grp,Gr,—1). From (F1), we have F(d(zp,Zni1)) <
F(H(Gzp,Grp—1)). In addition, G is F-contraction. Thus,

Fd(zn, Xni1)) (H(Gxp, Gxp_1))
(d(
(d(

xnaxn—l)) - T

Tn—2, xn—l)) — 27

INCINCININ
R B!

< F(d(zg,21)) — nT.

We obtain lim F(d(zp,%nt1)) = —oo that together with (F2) gives

n—oo

lim d(zp,zn41) =0. (3)

n—00

Denote 7, = d(2y, n41). By (F3), there exists k € (0,1) such that

. k _
Jim , F(y,) = 0. (4)
By (2), we have
TF () = 1 F(0) < 1(F(y0) = n7) = 14 F(70) = —ypnt <0 (5)

for all n € N. Letting n — oo in (5), and applying (3) and (4), we obtain lim ny* = 0. Hence,
n— oo
there exists n; € N such that nvk

~ < 1 for each n > ny. Consequently, we have

1
n < —=
™S o

for all » > ny. In order to show that {x,} is a Cauchy sequence, let m,n € N with m > n > n;.
From the definition of the metric and (6), we obtain

<1 (6)

o0 o0 1
AT, Tm) < Ym-1 +vm72+---+%<2%<2%- (7)

i=n

——=, we conclude that {x,} is Cauchy sequence.
i=n (3

From the completeness of X, there exists z* € X such that lim z,, — z*. Since G is ordered-

n— oo

close operator, {z,} is monotone and z,+1 € G(z,), we deduce z* € G(z*) and z* is a fixed
point of G. O

From (7) and the convergence of the series )

Theorem 2.2. Let (X,d, <) be a sequentially complete metric space. Also, let the mapping
G : X — CB(X) be an ordered-close set-valued F-contraction and has LCAV. Then G has a
fized point x* € X.

Proof. The proof is similar to Theorem 2.1. O

1
Example 2.3. Consider the sequence {S, }pen by Sy =1and S, =1+24+---+n= M
for all n € N. Let X = {S, : n € N} and d(x,y) = |z — y| for all z,y € X. Also, we define
the relation “ <" on X by z <y S, < Sy forallx =5,, y =95, € X. Then (X,d, <) is a
sequentially complete metric space. Also, let the mapping G : X — CB(X) be a ordered-close
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set-valued mapping and has LCAV defined by G(S1) = {51} and G(S,,) = [1, Sp—1] for all n > 1.
Then G is an F-contraction with F' as in Example 2.1 and 7 = 1. To see this, let us consider
the following calculations:

For each m,n € N with m > 2 and n = 1, we have

H(G(Sn),G(S1)) = max{ esGl%g )D(a,G(Sl)),besGu(g )D(b,G(Sm))} =d(Sm-1,51)

and

H(G(Sm), G(51)) 11(G(Sm),6(51)=d(Sm.51) _ USm=1,51) a(,,-1,51)=d(Sm.51)
d(Sm, S1) d(Sm, S1)

Sm1—=1 5., s,
= e =
Sy —1
2
m°—m—2
= 27677% <e M« 671.
m*+m—2

Now, for each m,n € N with m > n > 1, we have

H(G(Sm),G(Sn)) = max{ ezu(g )D(a,G(S’n)),bESGu(I; )D(b,G(Sm))} =d(Sm-1,5n-1)

and

H(G(Sm), G(5n)) 1(G(Sm).GS)=d(Sm Sn)  — USm—1,Sn-1) (s, 1.8, 1)=d(S.5) _
d(Sm, Sn) d(Sm, Sn)

Sm—1 = Sn-1 8,5, 14518 _
Sm - Sn

m+n-—1

= ——""M<e

m+n+1

n—m

<e L

Therefore, by Theorem 2.2, S is a fixed point of G.

Theorem 2.3. Let (X,d, =) be a sequentially complete metric space. Suppose that the mapping
G : X — CB(X) is an ordered-close set-valued F-contraction and has AV . If there exists xg € X
such that {xo} C Gxg, then G has a fized point z* € X.

Proof. If zo € Gxg, then the proof is finished. Otherwise, by Definition 1.2, we have = > g
for any = € Gzg. Since G has approximative values, there exists z; € Gxy with x; = zg and
xo # 21 such that d(xzo,z1) = D(xo, Gxo). Continue this procedure, we have a non-decreasing
sequence {x,} with z,_1 < x,, where x,, € Gz,—1 and z, # x,_1 such that d(z,,xn+1) =
= inf d(zn,z) = D(zn,Gxy). The rest of this proof is the same as that of Theorem 2.1. O

ze€Gxy,,

Theorem 2.4. Let (X,d, =) be a sequentially complete metric space. Suppose that the mapping
G : X — CB(X) be an ordered-close set-valued F-contraction and has AV. If there exists xg € X
such that Gzo C {z¢}, then G has a fized point z* € X.

Proof. The proof is similar to Theorem 2.2. O

Theorem 2.5. Let (X,d, =) be a sequentially complete metric space. Also, let the mapping
G : X — CB(X) be an ordered-close set-valued and has UCAV. If we have
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for all x,y € X, where
1
M) = max {d(o,1). Dl Ga), Dy G 51D, o) + Dl G}

then G has a fived point z* € X.

Proof. Let g € X. If g € Gz, then the proof is complete. Otherwise, Since G has UCAV, there
exists 21 € Gxg with 29 # 21 and 2o < 21 such that d(xg,z1) = elrcl:f d(xg,z) = D(x9,Gxo).
x xo

Continue this procedure, we obtain a non-decreasing sequence {z,} with z,_; =< x,, where
Zpn € Gxyoq and x, # 1 such that d(z,, T,q1) = iréf d(zp,x) = D(xy, Gz,). On the other
xeGry

hand,

D(zy,Gzyp) < sup D(z,Gxp) < H(Gxp, Gry_q).
z€EGTy_1

Therefore, d(x,, xnt1) < H(Gzy, Gxp—1). Now, from (F1) and (8) we have
F(d(zn,xnt1)) < F(H(Gxp, Grp_1)) < F(M(2p, Tp_1)) — T
for all n € N, where
M (2, Xp—1) =

1
= max {d(ajn, Tn-1), D(xpn, Gxy), D(xp—1,Gxn_1), i[D(x”’ Gxp_1) + D(xp—1, Gxn)]} .
Once more, note that z, 1 € Gz,, and D(z,,Gz,) = d(xy, z,+1). Hence, we have

1
M<xn7 Jf‘nfl) < max {d(x'ru wnfl)a d<xna $n+1)7 d(mnflv J)n); §[d($n7 xn) + d(xnfla xn+1)]} <

| —

< max {d(ibn, xnfl)a d(l‘n, xn+1)» 7[d(xn717 xn) + d(x'm anrl)]} <
< max {d((En, xn71)> d((En, anrl)} .

If max {d(zn, Tn-1),d(Tn,Tn+1)} = d(@n, Tnt1), then F(d(zn, Tni1)) < Fld(@n, Tne1)) — 7,
which contradicts with 7 > 0. Thus, we have F(d(zn,2n+1)) < F(d(xn,2n—1)) — 7. The rest of
the proof is in the similar manner given in Theorem 2.1. O

Theorem 2.6. Let (X,d, =) be a sequentially complete metric space. Assume that the map-
ping G : X — CB(X) is an ordered-close set-valued and has LCAV, and F(H(Gz,Gy)) <
F(M(z,y)) — 7 for all z,y € X, where

M (z,y) = max {d(x, y), D(z,Gx), D(y, Gy), %[D(:v, Gy) + D(y, Gx)]} )

Then G has a fized point x* € X.

Proof. Let xg € X. If xg € Gxg, then the proof is complete. Otherwise, Since G has LCAV, there
exists x1 € Gxg with xg # x1 and x1 < xo such that d(xg,z1) = i%f d(zg,x) = D(xo,Gxop).
zeGxg

Continue this procedure, we obtain a non-increasing sequence {z,} with x,, < x,_1, where
Xy € Gxp_y and x, # 2,1 such that d(z,, pi1) = iI(l;f d(xn,x) = D(xn,Gxy). The rest of
reGrn,

this proof is the same as that of Theorem 2.5. O
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Theorem 2.7. Let (X,d, =) be a sequentially complete metric space. Assume that the mapping
G : X — CB(X) is an ordered-close set-valued and has AV, and F(H(Gxz,Gy)) < F(M(z,y))—T1
for all x,y € X, where

M) = max {d(,). Dl G, Dy Gy 51D, Ciy) + Dl Gl .

If there exists xg € X such that {xo} C Gxy, then G has a fized point * € X.

Proof. If zo € Gxg, then the proof is finished. Otherwise, by Definition 1.2, we have = > g
for any = € Gzy. Since G has approximative values, there exists z; € Gzy with x; = zy and
xog # 21 such that d(zo,z1) = D(xo, Gxo). Continue this procedure, we have a non-decreasing
sequence {x,} with x,_1 = z,, where z, € Gz,_1 and z,, # x,_1 such that d(x,,z,41) =
= xér(l;f;: d(xn,x) = D(x,, Gxy,). The rest of this proof is the same as that of Theorem 2.5. O

Theorem 2.8. Let (X,d, <) be a sequentially complete metric space. Assume that the mapping
G : X — CB(X) is an ordered-close set-valued and has AV, and F(H(Gx,Gy)) < F(M(z,y))—T1
for all x,y € X, where

M(a,y) = max { d(o.9), Do G, Dl G 5 D, Giy) + Dy Gl

If there exists xg € X such that Gxg C {xo}, then G has a fized point z* € X.

Proof. If zy € Gxg, then the proof is finished. Otherwise, by Definition 1.2, we have zy > =
for any z € Gzy. Since G has approximative values, there exists z; € Gzy with x¢ = z; and
xo # x1 such that d(xg,z1) = D(xg, Gxp). Continue this procedure, we have a non-increasing
sequence {x,} with z,, < z,_1, where x,, € Gz,,—1 and z, # x,_1 such that d(z,,xn+1) =
= inf d(zpn,z) = D(zn,Gxy). The rest of this proof is the same as that of Theorem 2.5. O

z€Gxy,

3. Application to integral equation

As an application of our results, we will consider the following Volterra integral equation:

2(t) = /0 K(t,5,2(s))ds + g(1), )

where T = [0,1], K e C(I x I x R,R) and g € C(I,R) for all ¢t € I.

Let C(I,R) be the Banach space of all real continuous functions defined on I with the sup
norm ||z||ec = maxer |z(t)] for all z € C(I,R) and C(I x I x C(I,R),R) be the space of all
continuous functions defined on I x I x C(I,R). Alternatively, the Banach space C'(I,R) can be
endowed with Bielecki norm ||z||p = sup,;{|z(t)|e"""} for all z € C(I,R) and 7 > 0, and the
induced metric dp(x,y) = ||[x—yl||p for all z,y € C(I,R) (see [5]). Also, let f: C(I,R) — C(I,R)

¢
defined by fz(t) = [K(t,s,2(s))ds + g(t) and g € C(I,R). Moreover, we define the relation

0
“<7on C(I,R) by Xy < ||2]|oo < ||[Yl|oo for all z,y € C(I,R). Clearly the relation “ <7 is
a quasi-order relation.

Theorem 3.1. Let (C(I,R),dp, =) be a sequentially complete metric space. Suppose that G :
C(I,R) — CB(C(I,R)) is a set-valued operator such that G(x) = {fx(t)} and has UCAV. Let
K € C(I x I xR,R) be an operator satisfying the following conditions:
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(i) K is continuous;

t
(ii) [ K(t,s,.) for allt,s € I is increasing;
0

(#ii) there exists T > 0 such that |K(t,s,z(s)) — K(t,s,y(s))| < e T|z(s) — y(s)| for all z,y €

C(I,R) and all t,s € I.

Then, the Volterra-type integral equation (9) has a solution in C(I,R).

Proof. By definition of G, we have H(Gz,Gy) = dp(f(z), f(y)) for all z,y € C(I,R). Thus,

H(G, Gy) = (). £0) = sup { | | Kt s ateds — [ Ko yis)as]e ]

tel

tel
< sup { / e T|x(s) — y(s)|e‘”ds}
ter LJo

t
<|x—y||Bsup{/ e‘Tds}
tel 0

=e "dp(z,y).

< sup { /Ot (K (2,5, 2(s)) — K(¢, Svy(S))ertdS}

Taking logarithms, we have In(H(Gz,Gy)) < In(e "dp(z,y)), which implies that (7+
+In(H(Gz,Gy))) < In(dp(z,y)). Now, consider the function F(t) = In(t) for all ¢ € C(I,R) and
7 > 0. Then, all conditions of Theorem 2.1 are satisfied. Consequently, Theorem 2.1 ensures the
existence of fixed point of G that this fixed point is the solution of the integral equation. O

We are grateful to the Research Council of Shahid Chamran University of Ahvaz for financial

support (Grant number: SCU.MM99.25894).
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HeHO,Z[BI/I)KHbIe TOYKHN MHOI'OSHAYHbBIX OIIepaTOpOB F-cxxarns
B KBa3MyIliOopdAO0Y€HHbIX METPpHNYEeCKUX IIPOCTPpaHCTBax
C IIpuJIo2KeHneM K HMHTerpaJibHbIM YPpaBHEHUAM

Oxcau JI.T'acab

Xamna Mamkanu

VYuusepcurer [Hlaxuna Yampana B AxBaze
Axgaz, Upan

T'acem C.Pan

Ucnamcknit yauBepcurer Azajr

Terepan, pau

Awnnoranusi. B 310it cTaTbe MBI TOKayKeM HEKOTOPBIE HOBBIE TEOPEMBI O HEMTOJBUKHBIX TOUKAX, BKJIIO-
JaloIue MHOTO3HAYHbIE F'-CoKATHS B YCIOBUSX KBA3UYIIOPSIOIEHHBIX METPUIECKUX npocTpancTs. Hamm
pPe3yabTAThI BayKHbI, IIOCKOJIbKY MbI IIPEJICTABJISIEM IPUHITUIT DAHAXOBOTO CXKATUs WHAYE, YeM TOT, KOTO-
pBIil M3BeCTeH B HacTodmel jureparype. s moaTBEepKIeHHS IOy IE€HHBIX PE3YJIbTATOB ITPUBEIEHBI
HEKOTOPBIe IPUMEPHI U MPHUJIOKEHNE K CYIIeCTBOBAHHUIO PEIIEHNsI HHTErPAJIbHOrO ypaBHeHus Tuiia Bosb-
Teppa.

KuaroueBrbie ciioBa: HemoBmKHas TOUKa, F'-CxkaTwe, CEKBEHITMAIBHO MOJTHbIE METPUYIECKHE TPOCTPAH-
CTBa, OIepaToOp yIOPAJOYEHHOTO 3aMbIKaHUS.
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Abstract. In this paper, we derive the representation formula of the solution for y-Hilfer fractional
differential equation with constant coefficient in the form of Mittag-Lefller function by using Picard’s
successive approximation. Moreover, by using some properties of Mittag-Leffler function and fixed
point theorems such as Banach and Schaefer, we introduce new results of some qualitative properties of
solution such as existence and uniqueness. The generalized Gronwall inequality lemma is used in analyze
Eq-Ulam-Hyers stability. Finally, one example to illustrate the obtained results.
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Introduction

In recent years, the scientific community has been paying more attention to fractional calcu-
lus because it is an effective tool in modeling many phenomenaln various fields of engineering
and science, since its non-local properties are suitable for describing memory phenomena such as
non-local elasticity, polymers, diffusion in complex medium, biological, electrochemical chemistry,
porous media, viscosity, electromagnetism, etc. For more details, we refer the reader to mono-
graphs of Kilbas et al. [12], Samko et al. [21], Hilfer [10], Podlubny [19] and the papers [5,9]. In
the recently years, Kilbas et al. in [12] introduced the properties of fractional integrals and frac-
tional derivatives of a function with respect to another function. Sousa and Oliveira [22] proposed
a y-Hilfer fractional operator and extended few previous works dealing with the Hilfer [7,10].
Moreover, they discussed some important qualitative properties of solutions such as existence,
uniqueness, and stability results in the following papers [18,22-24]. Over the last years, the sta-
bility results of fractional differential equations have been robustly developed. Very significant
contributions about this topic were introduced by Ulam [28], Hyers [11] and this type of stability
is called Ulam-Hyers stability. Thereafter, the Ulam-Hyers stability was extended by Rassias [20]
in 1978 to a new type of stability which called Ulam-Hyers-Rassias stability. For some recent
results of stability analysis, we refer the reader to a series of papers [2,3,14,17,18,24,26, 30, 31].
For the existence and uniqueness results of different classes of initial value problem for fractional
differential equations involving y-Hilfer derivative operator, one can see [1-4,15,27]. More re-
cently, Wang and Li in [32] introduced four new types of E,-Ulam stabilities. Gao et al., in [§]
established the existence and uniqueness of solutions to the Hilfer nonlocal boundary value prob-
lem by using some properties of Hilfer fractional calculus, Mittag-Leffler functions, and fixed

*aboosama736242107@Qgmail.com  https://orcid.org/0000-0001-5719-086X
fdrpanchalsk@gmail.com
(© Siberian Federal University. All rights reserved
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point methods. Kucche et al., in [13] obtained representation formula for the solution of Cauchy
problem in the form of Mittag—Leffler function.

Motivated by [8,13,32], in this paper, we use Picard’s successive approximation technique to
obtain representation formula for the solution of linear Cauchy problem with constant coefficient

B: _ —
HDSPVy(t) = Ay(t) +h(t), n—1<a<n, Be[0,1], t€J:=(ab], (0.1)
ygﬁfj][g:%wy(a) = ¢, j=12,...,n, a<y=a+nf—ap. (0.2)

_; 1 a\""’
in the form of Mittag—Leffler function, where yEﬁ J]y(t) = (1[/’([)(11‘) yt), j=1,2,...,n
Furthermore, we introduce new results of some qualitative properties of solution such as existence,
uniqueness, and Eg-stability results of a nonlinear y-Hilfer fractional differential equation

HDSPYy (1) = Ay(t) + f(1,3(1)), o€ (1,2), Be(0,1], t€J:=(ab], (0.3)

¥@) =0, y(b) =} 8L:¥(w), ©€ (@b, (0.4)

where HDj;B Ydenotes the y-Hilfer fractional derivative of order o € (1,2), type B € [0,1],
y=a+B2—-a), A <0, meN, and f: (a,b] x R — R is given function satisfying some
assumptions that will be specified later.

To the best of our knowledge, this is the first paper dealing with y-Hilfer fractional derivative
with constant coefficient of order a € (1,2). In consequence, our findings of the present work
will be a useful contribution to the existing literature on the topic.

This paper is organized as follows: In Section 2, we recall the basic definitions and prove
some lemmas which are used throughout this paper, also we present the concepts of some fixed
point theorems. In Section 3 , we derive representation formula for the solution of the problem
(0.1)—(0.2) in the form of Mittag-Leffler function. Furthermore, we derive an equivalent fractional
integral equation to the nonlocal problem (0.3)—(0.4). In Section 4, we study the existence and
uniqueness results of y-Hilfer nonlocal problem (0.3)—(0.4) by using some properties of Mittag-
Leffler function and fixed point theorems. In Section 5, we discuss E,-Ulam-Hyers stability of
solution to a given problem. In Section 6 we give one example to illustrate our results. Concluding
remarks about our results in the last section.

1. Preliminary

Let [a,b) CRT with0<a<b<oo. Fory=a+B2—-a), 1 <o <2,0<f < 1. Then
1 <y<2. Let y € C'[a,b] be an increasing function with y’' # 0, for all t € [a,b] , the weighted
space Cy_y.y [a, b] of continuous function f: [a,b] — R is defined by

Copy la,0] = {f : (a,0] = Ry (w(t) — y(@)*f(r) €Cla,b]}, 1<y<2.

Obviously C>_y.y [a, b] is the Banach spaces with the norm

max [(y(0) — y(@)* £ 0)].

Next, define L, ([a,b] ,R) the Banach space of all Lebesgue measurable functions u : [a,b] — R
Wlth ||IJ’HLp[aﬁb] < Q.

HfHCz—v:w[avb] -

Definition 1.1 ([12]). Let @ > 0, f € Ly[a,b]. Then, the y-Riemann—Liouville fractional
integral of a function f with respect to y is defined by

1Y (1) = ﬁ [ v w0 - we) s
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Definition 1.2 ([22]). Letn—1 < oo <n € N, and f,y € C'a,b] (w00 < a < b < x0) be
two functions such that Y is increasing and y'(t) # 0, for all t € [a,b]. The left-sided y-Hilfer
fractional derivative of a function f of order o and type 0 < B < 1 is defined by

Hpya By poy _ ooy (L A\ 0-pn-any
M 1

Lemma 1.1 ([12]). Let o,y > 0. Then
(1) FEVEEY 1 0) = 57 ()

(2) 1Y (o) — wla)) " = e (o) — )=
() "D (w(e) — y(@)"! = 0.

Lemma 1.2 ([22]). If f € C"a,b],n—1 < a<n, and 0 < B < 1, then

159 1By g > (W) = V(@)™ i (1-B) oo
f(t) k; Y k+) f Y1(a),

n—k
where f[" k]f(t) = (l//’l(t) jt) ().

Theorem 1.1 ([6]). (Banach fized point theorem) Let X be a Banach space, K C X be closed,
and G : K — K be a strict contraction, i.e., |G(x) — G(y)|| < L||x —y| for some 0 <L <1 and
all x,y € K. Then G has a fixed point in K.

Remark 1.1. To simplify the notation and the proof of some results, we will introduce the
following notation

Oy (a) = (w(t) — w(@) > and A (1,5) = W () (W) — w(s)* "

Lemma 1.3 ([29]). Let o € (1,2] and B > 0 be arbitrary. The function Eq(-), Eq.q(-) and Eqg(-)
are nonnegative, and for all z <0

1 1
Eq(z) = Eq1(z) <1, Ega(z) < @) Eqp(z) < TB)
Moreover, for any A <0 and 11,1, € [0, 1], we have
Eqap(AQy(12,a)) = Eqa:p(AQy(11,a)) asty — b, (1.1)
where Eq g is the Mittag-Leffler function.
Proof. See [29], Lemma 2 and [33]. O

Lemma 1.4. Let a >0, >0, y>0 and A € R. Then
LYol (1,a)Ey g (A0 (1, a) = 04 P (1, a)Ey 0 5 (A0 (1, a).
Proof. By Definition 1.1, we have
1 ! _ _
q\ Qﬁ l(t a) yﬂ(AQw(t a)) = m/ </VWOC I(I,S)Qe, l(s,a)E%ﬁ(lQ),;,(s,a))ds

_ 1 ! o— B— - (A’Qy(sva))n
= @/m 0s)0h ™! 0. Y TR
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[e.°] Al‘l

= _— S (A "+ﬁ1€as
= Y i Pt /J/ Yt,5)QY P (5, a)d

Via Lemma 1.1, we get

1Y (1, 0)E s (A QY (1,a)) = O3 P71 (1,a)Ey oy s (AQY (1, a).

O
Lemma 1.5. Let a >0, >0,k>0,A R, zeR and f € Cla,b]. Then
Y [ @B 0 = [ A @) Bk (MO0 W)t
Proof. According to Definition 1.1 and Lemma 1.4, we obtain
1Y [ A @0 Eaa(A Q) () =
_ 1 k—1 " oa—1
i [ o] [ R e Eaa Ay st b
1 o—
- @ / / N (1,1) B (A O% (1, 1)) A (2, ) £ (1)l
= T | OO ) e (AQG 1)
F(k ) o,0+k VAR
- /Zwm—‘<z,r)Ea,a+k<xQ$<z,r))f(r)dr.
O

2. Equivalent fractional integral equations

In this section, we present explicit solutions to y-Hilfer fractional differential equations 0.1,
0.2 in the form of Mittag—LefHler function. Moreover, we interduce equivalent fractional integral
equation of the problem 0.3-0.4.

Lemma 2.1. Let h € Co—yy(J,R), A e R, n—1 < a <n and B €[0,1]. Then, the solution of
Cauchy problem 0.1, 0.2 is given by

n . t
(0) = ¥ s 0ot 20500 + [ A 0 (RG5O, ). (2)
-
Proof. The equivalent fractional integral of the linear Cauchy problem (0.1)—(0.2) is

Qyjta
Ly—j+

A 't _ 1 1 ~
) cj+ F(Ot) /a JV]VO‘ l(fys)y(S)dS + m /a J/y;x l(l,S)h(S)ds. (2-2)
For explicit solutions of Eq. (2.2), we use the method of successive approximations, that is,

Q}’Jta)
i 2.3

Wt = yoltr) + /w (6 syr(e)ds + = /w (¢, 5)h(s)ds (2.4)
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By Definition 1.1, Lemma 1.1 together with Eq. (2.3), we obtain

nilt) = yolt) + r(la) / " (e, s)yols)ds + / "V (1, 5)h(s)ds
n 2 A’l IQW'H3 n—o)— ([, a) 1 ot ol
j; ’;Fahtﬁ =)=+ 1) +F(a) /a Ny (2, 5)h(s)ds. (2.5)

Similarly, using Eqs. (2.3)—(2.5), we get

n 3 )yl 1Q(x1+ﬁn a) A,l 1 vt
:,; ; et b _H / (5)Q%1 (¢, 5)h(s)ds.

Continuing this process, the expression for y(7) is given by

o

T X N S NS
:;C; I'ai+ B(n— )—j+1)+/allr‘(a) ()Q (t,8)h(s)ds.

Taking the limit k — oo, we obtain the expression for y;(), that is

n [S) )Uz lQahLﬁ(” o) w1
r>=j:21,2ra,+ﬁn_ _]+ / )05 (t,5)h(s)ds.

i=1

Changing the summation index in the last expression, i — i+ 1, we have

=T o F o s [ ¥ 905 s
_j: S(ai+y—j+1) .ai:OF(ai+a)w v ’ ’

Using the definition of Mittag-Lefller function, we can obtain (2.1). O
Lemma 2.2. Let y=a+ 2B — af such that oo € (1,2), B € [0,1] and f: (a,b] x R = R be a

continuous function. Then 'y is a solution of the problem (0.3)-(0.4) if and only if y is a solution
of the follwing integral equation

v t,a ay(A0y(t,a = el
i = G LB [_26,- LA 09 B @ 55015 (5l
/JVO‘ I :8)Eq,a(AQy (b, 5)) f(s,y(s))ds | +
[ R Eaa A1) 5305, (26)
where

K = 0l (b,a)Eqy(AQ% (b, a) 251” '(t:,a)Eqy(AQ%(1;,a)) # 0. (2.7)
Proof. In view of Lemma 2.1, the problem (0.3)—(0.4) is equivalent to

y(t) = Q).;fl(t,a)Ea_,Y(/'LQ‘;,(t,a))c1+Qz;,fz(t,a)Ea_y_l(lQ‘J,(t,a))cz
[ A ) a0 1,9)) (5. 5()s, (2.8)
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where

1 d _ — -
o= () B0 =D and e =)

By the first condition (y(a) = 0), lim,_, Q?;fz(t,a) = 00, we get ¢; = 0 and hence, Eq. (2.8)
reduce to

1) = O (6 @Bay (A5 s + [ A 0,5 Eaa RO ) S ro)ds. (29)

Next, substitute r = 7; into Eq. (2.9) and multiplying both side of Eq. (2.9) by §;, we derive
that

5y(%) = 8,0 (%1, @) Eqy(AQ(T, @) )c1 + & /T N (T 9)Eaa(AQY(Ti, 5)) £ (5, y(s))ds.

Thus, we have

Y 85Yy(n) = clzs Y0l (11, a)Eay(A 0% (1;, @)
i=1

+ Z 5,~I§;W/ C/Vll,afl(’r,-, $)Ea,a(AQY(Ti,5)) f(s,¥(s))ds. (2.10)
i=1 a
From Egs. (2.9), (2.10) and second condition (y(b) = % SiI‘lCiWy(Ti)), we get
i=1

Ty

Iw / NN (T, 8) B (AQL(Tis 9)) f (5, ¥(5) )dis

—/a %a_l(b,s)Ema(lQﬁ‘,(b,s))f(s,y(s))ds . (2.11)

Substitute Eq. (2.11) into Eq. (2.9) and using Lemma 1.5, we obtain Eq. (2.6).
Conversely, applying Dgﬂw on both sides of Eq. (2.6) and using the fact DZ""Q’F1 (t,a) =0, we
can easily prove that

HDSBYy(ry = Ay(t) + £(1,¥(2)).

Next, take t — a in Eq. (2.6), we get y(a) = 0. On the other hand, applying If;w on both sides
of Eq. (2.6) with taking # — 1;, and multiply by &;, we get

Z S5y () = T a0 (5 Ear A0y (% @)
B K

X [i Eilfi %a+§—l(fi’S)Etx.owé(ng(Ti,S))f(s,y(s))ds—
b
_ / N (b, 5)Eq,a(AQ%(b, ) f(s,y(s))ds| +
+ i i /afi m,,a+4—l(ri, s)Ea7a+g(lQ$‘,(Ti, $))f(s,y(s))ds. (2.12)

Thus, from Eq. (2.7), we can reduces Eq. (2.12) to
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Y 3I5"3(5) = () (b,0)Ea s (AQ5(b.a) — K) x
i=1
x [z & [ A 05 B (03 (119) F(5,3(5))ds
i=1 Ja

b
= [ A B35 b1 5505 +

P18 A (0 Es s RO S5O =50, (213

Thus, the nonlocal boundary conditions of the problem (0.3)—(0.4) are satisfied. O

3. Existence of solution

The existence and uniqueness theorems of solutions to problem (0.3)—( 0.4) are presented in
this section. For our analysis, the following assumptions should be valid.

(Hy) f:(a,b] x R — R is jointly continuous.

(Hy) There exist 0 < ¢ < 1 and a real function V € L. ([a,b],R") such that |f(z,y)| < V(¢) for
all7 € [a,b] and y € R.

(H3) There exist 0 < ¢’ < 1 and a real function W € L1 ([a,b] ,R™) such that |f(z,x) — f(t,y)| <
q
W(t) |x —y| for all ¢ € [a,]] and x,y € R.

For brevity, we set

«+8—q y—q -1 e a+l—q'+y-2
p: (B( l—q/ 5 l—ql ;51'QI[I 1 (T,’,Cl)7
VR 1—4'
oo (Lba (gl g ¥—dq -1 .
LK l-¢" 1-¢
Theorem 3.1. Assume that f : (a,b] Xx R = R is continuous and satisfies (H,)—(H,). Then the
problem (0.3)-(0.4) has at least one solution in Cy_y,y [a,b].

Proof. Consider the operator U : Co_y.y [a,b] — Cr—y,y [a, b] defined as

_ 0l (t,a)Eqy(AQ%(1,a))

Uy(e) 2 [z 5 | T (6, 5) B e (AOR(T, ) £ (5. (5))ds—

_./a‘b%’a—l(b,S)Ea,a()LQ:f,(b,S))f(s7y(s))ds:|+

15
+ /a JI{l,a*l(t,s)Ea,a(lQ‘;‘,(t, $))f(s,y(s))ds. (3.1)
It is obvious that the operator i is well defined. Define a bounded, closed, convex and nonempty
set
Hy ={y€Coyylab]: ble,_, <&}
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of Banach space C>_y,y [a, b] with

8> { S W B IVl

where
1

= l-¢ g o+E—
e Cea ) ML LR
B .= Qflx/_q(b’a) (1 _C]>1q’

I'la) o —gq
OV ba) (1)
) (aq> |

Claim(1). The operator U is continuous in He. Consider a sequence {ya}.2, such that y, —y
in Cy_y,y [a,b]. In view of Lemmas 1.3 and 1.5, for 1 € (a,b], we have

QW (t,a)
= I(pK

- |6l /T" atl—1,_ B
;r(a‘i‘g) g JVII/ (Tlvs) |f}n f)|dS+

’Q (t,a) [Uyn(t) — Uy(t) ’

b 2—y a .
tigag [, ) f»x—fyidﬁ +Q"’r(§)’) | A ) 1 3m(6)) = £lsi30) ds <

Qq/ t a - |5‘r( ) at+-84+y—2/ B((X Y- 1>Qa+y 2<b a)
STOR |ETas gy @9F C(a)
B(a,y—1)0%(b,
x ||f(ayn()> - f("y('))‘lzfy,q/ + ( ! r(;) W( a) Hf(v)’n()) - f('ay('))”zfy,wa
h B . . Q{/(Tiaa) .
where B(a, Y — 1) is Beta function. As 1 <y <2, then ————= < 1, it follows that
Qw(Tiaa)
Uy — sl <
Ql,, (t,a) & |6:|T(y—1) a+l, (Qq,(t,a) ) B(a, vy —1)Qy (b, a)
S ; Mo+ Cry-D2 (a)+ rK [(a) )

<3 ) = £y
Since f is continuous function and y, — y as n — oo, we have
ltdy — Z/lyanziy_w — 0.

Thus, the operator U is continuous in He.

Claim(2). ¢ maps bounded sets into bounded sets in C>_y,y [a,b] . For each y € He, t € (a,b],
by Lemmas 1.3, 1.5 and Hoélder inequality, we have

0% " auy(n)| <

Qylt, e ;i ol
i L g [ s o) as

i=1

b 2—y a t
ﬁ/ M (B,5) £ (5,3(5)) dS] " er«(;))/ A (1,5) 1£(5,3(5))] ds
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< Tk [Brwrg [ wmees s g [ 0av )dsl
Qt(ija) [ e s visns

< St [Brero ([ (‘/V*”H_l““”)lds)l q(/ Vi)' as)
e ([ .0 as) - (f e d)]

N

N

<=
QU
S}
SN~—
_

£ g ([ ) ([Fow)
s ([ Jm”‘%b,sms)l_q ([ vy d)]

. Qir(y((;;a) </a’my‘.‘;’—'(t7s)ds>l_q (/t (V(s) ds)q

N

Qy(1,a) 1 ( 1—g )1 am e ”
s I'(yK |T(a+¢) \a+—g¢q §|5|Q (1;,a)
05 (b,a) (1—q\'* 05T (b a) (1 g\
T T <O‘—q> L () (a—q> Wz, o
Qw(b,d)
< { Tk (A+B)+c} ||V||L%[a’b]<g. 52

Thus, U : H: — He, that is UH¢ is uniformly bounded.

Claim(3). U maps bounded sets into equicontinuous set of Cy_yy [a,b]. For any y € Hg,
t1,t € [a,b] such that #; < fp, using Lemmas 1.5 and 1.3, we have

O3 o2, a)tdy(a2) — O (1, ()| <

{QW(tz’a)Ea,Y(A’Qli«/(lé?a)) — Qy(t1,a)Eqy(AQY (11, a)) } y
K|

< Mhle,,,

r(y -
(a+§+y—1

Z5Qa+€+7 1 (T.,a) — Bw;‘(y))Qw( a)| +

D (Q4(n.0) - 05(n.0)|.
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By Eq. (1.1) as t{ — t,, the right-hand side of the preceding inequality is not dependent on y
and goes to zero. Hence

‘Q%,,_V(tz,a)uy(tz) — Q5 (t,a)Uy(n)| >0, ¥ [ —1] =0, y € H. (3.3)

From the above claims, together with Arzela—Ascoli theorem, we infer that the operator U is
completely continuous. In the remaining part of the proof, we only need to prove that the set

A={y€Cyla,b]:y=oUYy, for some @ € (0,1)},

is bounded set. For each t € (a,b], let y € A, and y = @Uy for some @ € (0,1). Then
¥l < Ul - Hence, by virtue of claim (2), we obtain

¥, <&

Thus, the set A is bounded. According to Schaefer’s fixed point theorem we deduce that U
has a fixed point which is a solution of the problem (0.3)-(0.4). The proof is completed. O

Theorem 3.2. Assume that (H, )-(Hs) hold. If

Qylba) _p Oy (ba)
T(K T(a+Q) I(a)

o
VI, 0y <1 (34)
q/

then the problem (0.3)-(0.4) has a unique solution in Ci_yy [a,b].

Proof. In view of Theorem (3.1), we have known that the operator U defined by 3.1 is well defined
and continuous. Now, we prove that U is a contraction map on C,_y [a, b] with respect to the
norm ||-||C27W. For each y,y* € Cy_yy [a,b] and for all € (a,b] with the help of Lemmas 1.3,
1.5 and Holder inequality, we have

IE ‘QW“’@EM%Qi(r,a» )

03 (@) y(r) — Uy e

x [z 5 / N (0, 5) B ¢ (MOR(,5)) [F(5:3(5)) — Fls.y"(s))] ds

[ A 0,5 Baa Q5 0, 9) F5,3(5)) — 5,7 (9] ds}

FOVT(0a) [ K Ea M5, 9) [53(5) = 53" ()] ds

1

¥ s ([ (5 oy ) ) l_ql</:<w(” DN
+ e ([ (0o 0.a) ™ ) ([ ovintas) 1> —y*llu,w]
- S ([ (e ) ) ([ ot ) 1=y

Qy(t,a) 1 ao+8—q v—q —1 1=4" m wrtdira,
LYK T'(a+ ) <B< l—-¢q ° 1-¢ )) ;@Qv (Ti,a) x

X
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0y(t,a) oy (ba) [ (a—q y—d -1\ .
. ( FVE}/)K +1 l’/1“(05) B 1~ 1-¢ HWIIL#[L,‘,;,]Hy*y 1y <

Qy(t,a) p 0% (b, a)o]

X

T()K T(o+ Q) + I(a) |W”Lqi,[a,b] [y =y yy  (3:5)

By (3.4), the operator U is a contraction map. According to Banach contraction principle,
we conclude that the problem (0.3)—( 0.4) has a unique solution in C,_y,y [a, b] O

4. E,-Ulam-Hyers stability

In this section, we discuss the E4-Ulam-Hyers stability of the problem (0.3).

Lemma 4.1 ([23]). Let a > 0 and x,y be two nonnegative function locally integrable on [a,b].
Assume that g is nonnegative and nondecreasing, and let w € C'[a,b] an increasing function such
that w (¢t) # 0 for all t € [a,b]. If

x(t) < y(r) + (1) / t NN s)x(s)ds, € [a,b],

then

n

w0 <0+ [ f L e (s, 1€ [and]

If y be a nondecreasing function on |a, b], then we have
x(1) < y(1)Eq {g(1)T () Q5 (t,a)}, 1 € [a,b].

Remark 4.1. A function z € C,_yy[a, b] satisfies the inequality

TDEPY(r) — Azlt) — (1,20))| < eEaQ(1,a), 1 € (a,b], (4.1)
if and only if there exists a function n € Cla, b] such that
() In()l < eEaQy(t,a), 1€ a,b];
(i) “DEPVe(r) = Az(t) + £(1,2(1))) + (2, 1 € (a,b).
Definition 4.1 ([32]). The problem (0.3) is Eq-Ulam-Hyers stable with respect to EqQ%(t,a)
if there exists Cg, > 0 such that, for each € > 0 and each z € Co_yy[a,b] satisfies the inequality

(4.1), there exists a solution x € C—_yy[a, b] of the problem (0.3) with

”Z - x||2—y,u/ < CEaEEa(KQ(lf/(tva))a re [a7b] , kK>0.

Lemma 4.2. Let 1 < a < 2,0 < B <1, if a function z € Co_yyla,b] satisfies the inequality
(4.1), then z satisfies the following integral inequality

<

X

) = A= [ M RO (1,9)) 5. 2(5)ds

<e

1z . . )
W; 18 0% (%1, @)Eq 110 (i, @) + (W + 1) EqQ%(b, a)] ,
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where

r—1 a m %
4~ O, (050a) [Z B [ A 5 g (L0550 5)) (55
i=1 a

K

b
- / A8 (b, 5) B a(AQ%(B, 5)) (s, z(s))ds} .
Proof. Indeed by Remark 4.1, we have
TDEPYa(e) = Az(t) + f(e,2(0)) + (), 1€ (a,B]

By Lemma 2.2, we obtain

Qz;lil (t, a)Eoc,yOL Qﬁc/ (t,a))

2(t) = A, — e

[z & [ M (59 B (A0 (515)M(5)ds
i=1 a

b t
- / %““w»s)Ea,a(lQi(bas>>n<s>ds} + / NN 9)Eaa(AQY(1,5)) f(s,2(s))ds

+ /al JVWO‘*l (t,8)Eq,a(AQy(t,5))N(s)ds.

4
It follows from Lemma 1.3 and the fact Q’J,_l(t,a) = Qy(t,a) <1, that
QW(t7a)
Z(f) *AZ o /l %’afl([,s)Ea,a(xQ(J,(t,S))f(svz(s))ds <
- |6l| K at+l—1,_ L b a—1
K ;r(a_,_ C)/a Ny (Tis) [n(s)] ds + F(a)/a Ny (bys)n(s)| ds
1 L
ey |, G m)lds <
m 81‘ Ti atrl— o 1 b . o
< F(;K X{F(O'ch)/a </V.,,+c I(Ti7S)EaQW(S,a)dS+m/a% l(b,s)EaQV,(s,a)ds]

€ ! o— o
+ @/ A8 (2, 5)EaQ%(s, a)ds

By definition of Mittag-Leffler function and Theorem 1.1, we get

<

X

)= A= [ A 09 B a A1 5)) 5. 2(5)ds

1 m S Q(X(n+1)(fi7a) 1 oo Qa(”+l)(b’ a)
S € I(y)K ;|5|Q"’(T” ),;)F((nil)a+c+l) * (F(y)K+1>,§g)r((:+1)a+1)
[ 1 m 00 Qan Tza ) 1 Qan( )
“_ gL PI0E0 B e >+(r<y>1<“>,§ nat1))
—¢ _#iwgc(r« 0)Eqt010%(ta) + (1 0%(b.a)
) ~ il 2yt oa,l+1y s F(}’)K E, v
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In the forthcoming theorem, we prove the Ey-Ulam-Hyers stability result for the prob-
lem (0.3). For that, the following assumption should be valid.

H, There exist Ly > 0 such that |f(t,x) — f(t,y)| < Ly |x — y| for all r € [a, ] and x,y € R.

Theorem 4.1. Assume that (Hy) and (Hi), are satisfied. Then Eq. (0.3) is Eq-Ulam-Hyers
stable.

Proof. Let € > 0, z € Cy_yy [a,b] be a function satisfying the inequality 4.1 and let x €
C>—y.y a, b] be the unique solution of the following problem

{ HDYPYy(r) = Ax(t) + f(1,x(t)), 1 € (a,b],
x(at) =z(a®), x(b) =z(b).
Now, by using Lemma 2.2, we have

W) = At [ A Eaa@ 0, ) x(5)ds, € (o).

Hence, from (Hy) and Lemmas 4.2, 1.3, for each ¢ € (a,b], we have

[2(t) =x(1)] <

Z(t) — A, — /; NN t,5)Eq,aQy(t,5) f(s,2(s))ds

<

+ / A ) Eaa@(1:5) (1(5:206)) — S5:x(5) ds

e o 1 [04
(K ; 16| 04 (71, @ JEq 410y (T, a) + <W + 1> EqQy (b, a)]

/ Ut,s) |2(t) — x(r)| ds. (4.2)

Using Lemma 4.1, we obtain
|2(t) — x()] <

<€

7k L 18] 06 (500105 (5) + (r(;)KJrl)EaQﬁ‘,(bva)] Eu(LyQ5(0,0).

For all t € (a,b], we have

! +1)Eagg(b,a) «

1 & o _
||Z—x||277.w < € _W;‘silQCW(Ti7a)Ea,€+le/(Tiaa) + (F(Y)K
x QY (1,a)Ea(LQy(1,a))

1 o . 1 3
W ; i Q%’(Tﬁa)E(X’CJrIQy/(Tiaa) + (F(')/)I( + 1) EaQw(b7a) X

N
[

x Q) (b,a)Ea(LQ3(1,a)).

1 m
Take Cp, = & 05 (%, a)E o(g, ——— + 1) Eq0%(b 72 b
ake Ce. = € | iy 5 1919v(%0) "“'“'Q"’(T’a)Jr(F(Y)KJr ) “Qy( ’a)} Qy " (ba), we
get
1z = xll,—yy < Cr.8Ea(LsQy(t;a)).
Thus, Eq. (0.3) is Eq-Ulam-Hyers stable. O
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5. An example

In this section, one example is given to illustrate our theory results

Example 6.1 Consider the following problem

3 2. 1 -
IpEy(t) = —Ey(t) + 1e -siny(t), r >0 t€J:=(0,1],
) +1€ (5.1)
_ — Sy~
y0) =0, y(1)=3l5.y(3)
3 5 1 2 1
Here o = §7B - 57 Y= a+2ﬁ_a?t_ 67 m = 1711 - 57 61 - ga C - 57 ((l,b] - (071]7
y(t) =e" A =—=and f(t,y(t)) = 1: ~ siny(r). Then
e—rt e—rt e—rt
o)) = | sy < || < S5 >0
Let z,y € R and r € [0,1]. Then
e ' ) e
F0.20) = 70,50 < |5 Ginalo) = siny(0)] < S5 120) =500

e*l‘t

We note that V =W = € L1 [0,1]. Thus, for t € [0, 1] and Choosing suitable ¢’ € (0, 1), we
can arrive at the following inequality

’

70

1w

e—1 p +(e—1)
rOkT T T

Then all the assumptions in Theorem 3.2 are satisfied, the problem (5.1) has a unique solution
inC 1 [0,1]. Also we see that the inequality

1 WL, o <1

32, e | 3
MDY N0 + 33(0) — o sina(0)] < By (¢~ 1), 1€ 0,1] (5.2)
is satisfied. For z,x € Cg [0, 1], we have
1,
”Z xH2—y7q/\CE% SE% 2(6 71)2 , L€ [Oa 1]a Z7XGC% [Oa 1]7

where

1 2 1
Cg, = [ 15, (e —1)% + ( + 1) E;((e - 1)%)1 (e—1)s72>0.
Thus the Eq. (5.1) is Eq-Ulam-Hyers stable.

6. Concluding remarks

We can conclude that the main results of this article have been successfully achieved, through
some properties of Mittag-Leffler function and fixed point theorems such as Banach and Schaefer,
we have investigated the existence and uniqueness of the solutions of nonlinear Cauchy prob-
lem for y-Hilfer fractional differential equation with constant coefficient. Further, we discussed
Eq-Ulam-Hyers stability of solutions to such equations in the weighted space Co_yy [a, b].
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K teopun y-ruabdepoBckoil HesioKaabHOI 3agaun Korm

Moxammen A. AnpMmajiaxu

Carum K. Ilanygan

Kadenpa maremarukn

VYuusepcurer nokropa Babacaxeba Ambenkapa Maparsab
Aypanraban, Vuaus

Awnnoranusi. B gmanHOI crarhe MBI BBIBOAUM (DOPMYJIy TPEICTABJIEHUsI PEIeHus IPOOHO-
muddepeHmansHoro  ypaBaenus Y-I'mibdepa ¢ moCTOSHHBIM KodbduimeHToM B Buie QYHKII
Murrar-Jleddiiepa ¢ ucnosp3oBanueM IocienoBaTe/bHoOro npudsnkenus [Iukapa. BoJiee Toro, ucmosnn-
3ysl HEKOTOpble cBoiicTBa dyuknuu Murtar-Jleddirepa 1 TeopeMbl 0 HENMOABUIKHON TOYKE, TAKMe KaK
Banaxa u Illedepa, Mbl BBOAMM HOBbIE PE3YJILTATHI O HEKOTOPBIX KAYECTBEHHBIX CBONCTBAaX pPeIleHUs,
TaKMX KakK CyIIEeCTBOBaHME U eJuHCTBeHHOCTh. OB600IIeHHas leMMa O HepaBeHCTBe ['POHyoIIIa UCIOIIb-
3yeTcsl TIPU aHaIn3e yCTOMINBOCTU Fo-Ymama-Xaitepca. Hakowerr, 1an ouH npuMep, WLTIOCTPUPYIOIINAN
[IOJIy Y€HHbIE PE3YJIbTATHI.

KuaroueBbie cioBa: japobuble auddepeHnuaibuble YpaBHEHUS, JIPOOHBbIE TTPOU3BOJIHbIE, Hg-ycToitun-
BOCTB YJilaMa-Xafiepca, TeopeMa O HEeHOJIBUKHOM TOYKE.
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Photonic crystals are structures that have a spatial architecture with a periodically changing complex
dielectric function at scales comparable to the wavelengths of light in the visible frequency range. The
purpose of this study is to obtain three-dimensional photonic crystals by self-assembly from submicron
spherical monodisperse particles of polymethylmethacrylate in dispersion media with different viscosities.
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Introduction

Photonic crystals (PhCs) are considered promising optical materials for basic research and
practical application in various fields of technology due to their outstanding properties, such as
photonic bandgap (PBG), light wavelength selectivity, and high-performance photoluminescence
[1-3]. Among PhCs, opals (artificial and natural) stand out as a special class. Opals are three-
dimensional periodic structures of vivid interest [4-6]. This is due to the fact that such materials
can be produced using relatively simple and inexpensive production methods, as well as the
presence of a significant surface area of three-dimensional, high-precision, ordered opal patterns.
It is obvious that the most suitable method for obtaining a colloidal crystal is the self-assembly
approach [4], the most popular techniques of which are gravitational deposition, vertical deposi-
tion, meniscus deposition, etc. [7-9]. Artificial opals can be manufactured using polymer micro-
and nanosized beads [10-12]. Based on these spheres it is possible to form perfectly ordered
2D [13] and 3D [14] mesoporous structures — PhCs or metamaterials. In its turn, polymethyl-
methacrylate (PMMA) is seemed to be the reassuring and advantageous polymer in the field
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of using in biomedical practical implementation [15-17], applications in nanotechnology [18-21],
sensor [22-24], optical [25, 26], solar cell technology [27-32]. A classical approach to synthesize
PMMA spheres is emulsion-free polymerization. The physicochemical properties of such parti-
cles are well studied. Notwithstanding, using a more complex dispersion medium, it is possible
to modify [33] the polymerization technique and obtain microparticles with variable properties
[34]. In this work, the three-dimensional PhCs based on the submicron spherical monodisperse
particles of PMMA obtained in dispersion media with different viscosities are fabricated by self-
assembly approach. As a dispersion medium, distilled water with addition of dimethyl sulfoxide
and acetone was used. The bead’s sizes were in the range of 315-400 nm. The morphological,
some physicochemical, and optical reflectance features of obtained samples were studied.

1. Experimental procedures

1.1. Synthesis of PMMA spheres

To synthesize PMMA emulsion methyl methacrylate (MMA), distilled water, dimethyl sul-
foxide, distilled acetone, and an initiator. 2,2-azobis dihydrochloride (2-methylpropionamidine)
were used without further purification. A necessary condition of a dispersion polymerization of
polymer-based the submicrobeads with a narrow size distribution is a short phase of intensive
multiple germ formation, followed by slow controlled growth of particles without changing their
number. The process of chain radical polymerization of methyl methacrylate can be divided into
three stages: activation of the initiator, the reaction of the monomer with the initiator radical,
and growth of the molecule and breaking of the polymer chain. When heated, the initiator
decomposes to form active radicals, which are the initiators of the polymerization reaction.

The emulsion polymerization procedure requires heating of methyl methacrylate emulsified
in water to 70+80°C. In this study, the emulsion temperature was maintained from 72.7 to
75°C. As a control sample, PMMA submicroparticles in an aqueous medium (100 ml of methyl
methacrylate (MMA) and 620 ml of distilled water) were obtained by a classical emulsifier-free
polymerization technique [35]. The speed of the mixer was fixed at 700 rpm. To synthesize the
particles with variable properties, dispersion media were selected with the addition of dimethyl
sulfoxide (DMSO) (100 ml MMA, 550 ml distilled water, 70 ml DMSO) and acetone (100 ml
MMA, 550 ml distilled water, 70 ml acetone). Thus, the volume of MMA and the total volume of
the emulsion were constant: 100 and 720 ml, respectively. The volume concentrations of acetone
and DMSO were taken at random.

During the synthesis of submicroparticle dispersion, the IR spectra of the dispersion were
recorded in situ by using the FT-801 IR Fourier spectrometer with a fiber probe [36]. Thus, the
polymerization process is fully controlled with the IR spectra. Consequently, all the chemical
reagents are assumed fully reacted.

1.2. Manufacturing of PMMA opal-like photonic crystal structures

In this work, the PMMA colloidal crystals were self-assembled [9,37] on cover glasses by
methods of natural sedimentation in a gravitational field, vertical deposition by evaporation,
and meniscus. Humidity in a laboratory box was constantly kept at 70% and the temperature
was constantly maintained at 24 °C. Square pieces of 4x4 mm were cut from the cover glass and
deposited with a thin film of 3 nm platinum in a sputter coater to provide electrical conductivity
in the SEM chamber. To minimize the damage of the PMMA opal films, the coating modes were
as follows: three cycles of 20 s with a set current of 10 mA. It also used argon gas to purge the
chamber of the spray coating device.
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1.3. Instrumentation

In situ measurements of disturbed total internal reflection were performed with an FT-801
IR Fourier spectrometer (Simex, Novosibirsk, Russia) to control the synthesis process. To ensure
electrical conductivity a K575XD (Emitech, UK) magnetron sputtering coating system was used
to cover the PMMA opal surface with a thin platinum film. Morphological features of the samples
were obtained with a high-resolution field emission scanning electron microscope (FE-SEM)
S-5500 (Hitachi, Japan) at an accelerating voltage of 3 kV a probe current of 10 nA. Steady-state
attenuated total reflectance spectroscopy was performed with the FTTIR-spectrometer Vertex 70
(Bruker, Germany).

2. Results and discussion

The bead’s sizes by measuring diameters, their sphericity, shrinkage degree as well as poly-
dispersity were estimated during SEM studies of the morphological features of the obtained
particles.

)|
® Water =
A Water-DMSO

m  \Water-acetone
- -Fitting

Degree of shrinkage (%)

B

8 9 10 1
Initial average viscosity of the dispersion medium (Pa's)

Fig. 1. SEM images of submicroparticles from PMMA obtained in (a) an aqueous medium; (b) an
aqueous-DMSO dispersion medium; (¢) an aqueous-acetone dispersion medium; (d) a dependence
of shrinkage of PMMA submicroparticles on initial average viscosity of the dispersion medium

It was found that the additives significantly affect the size and degree of the shrinkage of
the synthesized particles [38]. The bead’s sizes of the control sample, "DMSO" sample, and
"acetone" sample were 315, 400, and 360 nm, respectively. So, SEM revealed (Fig. 1) a different
degree of the shrinkage of the PMMA submicrospheres under the influence [39] of the electron
beam (3 kV, 10 nA) depending on the dispersion medium in which they were obtained. As shown,
the "DMSO" sample has the maximum shrinkage of all the studied samples. It is 16 %. The
smallest shrinkage is shown has the "acetone" sample. It is only 6 %. Moreover, beads obtained
under different conditions were deformed in different degrees during sample preparation. Fig. la
and 1b show that some of the submicroparticles are no longer spherical. The «acetone» spheres
were the largest and the most spherical. The concentration of particles, for example, in the
aqueous dispersion was estimated as 15 vol.% (6!° nanoparticles per liter). According to SEM,
the polydispersity of nanoparticles was less than 5 %.

The various properties of spherical particles are primarily due to the viscosity of the dispersion
medium. The classical Grunberg-Nissan [40] rule for a liquid mixture was used to estimate the
average initial viscosity:

Infimix = Z xilnug, (1)

where pmix is the viscosity of the liquid mixture; y; is the viscosity of the liquid component i; x;
is the molar fraction of component 4 in the liquid mixture.

- 178 —



Ivan V. Nemtsev, Olga V. Shabanova Manufacturing of Opals from Polymethylmethacrylate. ..

In the case of emulsifier-free emulsion polymerization, the reaction also begins in the medium
phase with the formation of surface-active oligomeric forms resulting from the decomposition of
the initiator. The diffusion of the formed primary particles can be described using the Stokes-
Einstein relation:

D = (kyT)/67mnr, (2)

where T is the absolute temperature, k; is the Boltzmann constant, 7 is the viscosity of the
liquid, r is the radius of the particle.

The surface tension and the solubility index of the dispersion medium also play a significant
role. The addition of DMSO and acetone to the dispersion medium increases the solubility of
the monomer. Similarly, the additives benefit to increase the solubility of the resulting polymer.
As a result, longer polymer chains are formed. From longer polymer chains, nanoglobules are
formed that capture a larger amount of the dispersion medium (with an increased concentration
of monomer). Thus, by the time of the gel effect, the particles in the acetone and DMSO disper-
sion medium contain more MMA and growing oligomers in comparison with «water» particles.
Thus, by selecting a balance between the above parameters, it is possible to obtain PMMA
submicrospheres with variable properties.

In this work, three-dimensional opal templates are obtained (Fig. 2) based on the submicron
monodisperse [41] spherical PMMA particles in various dispersion media [42] and investigated
by SEM and IR spectroscopy.

700 800 900 1000 1100

1 0°589,90 0. .29, 09009° 000085 1}, 2 Wavelength (nm)

Fig. 2. SEM images of the (111) opal’s surfaces based on PMMA submicrospheres obtained in
a) an aqueous medium (the inset shows the Fourier transform, demonstrating monocrystalline
structure); b) an aqueous medium with the addition of 70 ml of DMSO; ¢) an aqueous-acetone
medium (70 ml of acetone). d) Absolute reflection spectrum obtained from the (111) surface
shown in Fig. 2a

Figs. 2a—2c demonstrate the surfaces (111) of the PMMA photonic crystals manufactured by
self-assembly in aqueous, aqueous-DMSO, and aqueous-acetone dispersion media, respectively.
A non-defected long-range order of perfectly-ordered submicrospheres was discovered only in
the aqueous sample. Fourier transform, demonstrating a single crystal structure, was performed
using ImageJ open-source software. SEM micrograph of the surfaces (111) of the aqueous-DMSO
sample in Fig. 2b shows multiple defects: domains, twinning, extra planes, vacancies, spheres of
larger and smaller sizes. But nevertheless, these defects are very quickly "healed", the structure
is restored. The inset demonstrates a quasi-crystalline structure. Finally, the aqueous-acetone
sample showed the most disordered structure. The Fourier transform illustrates a polycrystalline
structure.

To verify the long-range order in the most ordered opal a reflectance spectrum from the (111)
surface was obtained with IR spectrometer Vertex 70 V (Fig. 2d). The absolute reflection of
the sample was 86 % at an angle of incidence of 12° relative to normal. According to Bragg’s
Law, the maximum reflectivity is observed in a normal fall [41]. Thus, it can be argued that the
reflectivity of the best opal photonic crystal structure obtained in an aqueous dispersion medium
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is significantly higher than 86 %. Moreover, from the reflectance spectrum, full width at half
maximum and a quality factor at the PBG center of A = 865 nm were determined as 70 nm and
12.4, respectively.

Conclusion

In this study, the submicron spherical monodisperse PMMA particles are synthesized in the
dispersion media with different viscosities. On their basis, the method of self-assembly is used
to manufacture the various PhC opal templates with different hierarchy (from polycrystalline to
monocrystalline with high degree of ordering).

Morphological features of the obtained beads and opals were carefully investigated by FE-
SEM. The particle sizes, their sphericity, polydispersity, shrinkage degree as well as crystalline
order were estimated. It was experimentally found that the impurities significantly affect the size
and degree of the shrinkage of the synthesized spheres. Thus, SEM revealed the decreasing of
the diameters from 400 to 314 nm and the increasing of the shrinkage degree with the increasing
of the initial average viscosity of the dispersion medium.

The reflectance spectrum from the (111) surface was obtained by IR spectroscopy. The non-
defected long-range order of perfectly-ordered submicrospheres was discovered. The absolute
reflection of the bests sample was 86 % at an angle of incidence of 12° relative to normal. The
quality factor of that sample was calculated as 12.4.

The study was carried out with the support of the Krasnoyarsk Regional Center of Research
Equipment of Federal Research Center "Krasnoyarsk Science Center SB RAS". The work was
supported by the framework of the state assignment of the Ministry of Science and Higher Edu-
cation of the Russian Federation (topic no. AAAA-A18-118041990041-8).
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Abstract. The supercritical modes of water convection are investigated at room temperature in an
elongated horizontal cavityes, with a width-to-height ratios of 2:1 and 3:1. The Prandtl number is
assumed to be equal to seven. A constant heat flux is set at the upper free and lower solid boundaries,
and the lateral solid boundaries are assumed to be thermally insulated. Calculations carried out by the
finite-difference method for values of the Rayleigh number exceeding the critical one by up to thirty
times have shown that in the indicated interval of Rayleigh numbers in both cavities in the supercritical
region, a single-vortex steady state is realized.
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To optimize technological processes with the participation of fluidsystems, it is desirable to
develop methods for controlling the structure of the movement of water heated from below, as
the most common liquid. A technical reservoir or a natural reservoir can have a free upper
boundary, which in a wide range of heating conditions can remain flat and horizontal. With a
weak uniform heating from below, when the Rayleigh number Ra does not exceed the critical
value Ra., the liquid can remain at rest. An increase in the intensity of heating Ra > Ra, leads
to Rayleigh-Benard convection, which covers the entire cavity. The form of critical disturbances,
the nonlinear development of which leads to a supercritical regime, depends on the conditions of
heating (cooling) at the boundaries of the layer. The critical value of the Rayleigh number and the
shape of the critical disturbance are determined by the boundary conditions for temperature.
So, for isothermal boundaries, the most dangerous disturbance is in the form of cells with a
horizontal scale of the order of the layer thickness, and in the case of a given heat flux, long-
wave disturbances are the most dangerous [1]. The infinity of the layer is a good approximation
of an elongated cavity and allows one to determine the threshold for the onset of convection.
To study the nonlinear regime arising in the supercritical region, it is necessary to take into
account the finiteness of the layer length. Such studies were carried out mainly for the case
of isothermal boundaries but, as a rule, in the presence of various complicating factors that
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were important from the point of view of applications.The role of thermal boundary conditions,
namely, a given heat flux, remained outside the attention of most researchers. Although with
relation to geophysical and technical applications, it is more natural to set not the temperature,
but the heat flux at the boundaries [2—4].

In this work, we analyze the influence of the finiteness of the cavity length on the onset
of instability and the arising plane supercritical regimes. On the horizontal boundaries (solid
bottom and free top), a constant heat flux is set, cavities with length-to-height ratios of 2:1
and 3:1 are considered. The average temperature in the layer is close to room temperature, the
dependence of the density of water on temperature is linear and the Prandtl number Pr = 7.
Calculations of supercritical flows were carried out in the range of Grashof numbers up to forty
supercriticalities » = Ra/Ra,.

1. Problem formulation

Consider a horizontally elongated cavity with height h and width L, located in an uniform
gravity field g. The origin of the cartesian coordinate system (z, z) is located at the lower bound-
ary, the z axis is directed vertically upward. The cavity is filled with a viscous incompressible
fluid, the lateral and lower boundaries are assumed to be solid, and the upper boundary is free.
On both horizontal boundaries z = 0, h, a fixed vertical heat flux is set g, = ¢, lateral boundaries
x =0, L are assumed to be thermally insulated, i.e. the heat flux ¢, through them is zero.

If the liquid is at rest, then in accordance with the Fourier law, a stationary linear vertical
distribution of temperature is established in the cavity, which can be written in the form:

T =Ty + Ah — Az, (1)

where A = —q¢/k is the value of a given constant temperature gradient generated by a given
heat flux ¢, A > 0 corresponds to heating from below, then it will be used as a given external
parameter of the problem. We introduce into consideration the temperature 7" measured from
the temperature Ty, then relation (1) will be rewritten as

T=Ah— Az. (2)

Hereinafter, the prime at the temperature is omitted.

The temperature dependence of the density is assumed to be linear, and its changes due to
thermal expansion are sufficiently small. It allows one to use the equations of thermal convection
in the Boussinesq approximation.

The linear temperature distribution specified in accordance with (2) will change when an
instability of the state of mechanical equilibrium arises and the development of a supercritical
flow takes place.

The amount of heat entering the layer through the lower boundary per unit time is equal
to the heat flux through the upper boundary, as a result of which the average temperature in
the layer does not depend on the convection intensity and is determined only by the initial

temperature distribution:
Ah
Tav = Q= -
> (3)

We restrict ourselves to considering plane supercritical motions. Let us introduce the stream
function ¥ and vorticity ¢ into consideration:

oy 9 ov, v,

_7 _ 7 4
3z’ oz YT 82 ox )

Ve =
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The equations of free thermal convection of a liquid in the Bussinesq approximation taking into
account (4) for variables (¢, ¢, T) can be written in dimensionless form [5]:
dp OYadp 0P dp oT

o Taros asas Y G (5)

or  9poT opor 1
9 Tar o azor pith (6)

Ay + ¢ =0. (7)

The following units of measurement are introduced: time — h? / v, distance — h, tempera-
ture — Ah, velocity — v/h, stream function — v and vorticity — I//hZ. Parameter Pr = v/x is
the Prandt]l number. The dimensionless similarity criterion is an analogue of the Grashof number
Gr, and it is determined through the physical constants of the problem by the relation:

gBAR*

Gr =
2

: (8)
The Rayleigh number is related to Gr and Pr by the ratio:

gBAR*
vy

Ra=Gr-Pr=

(9)

The coefficients of volumetric expansion [, kinematic viscosity v and thermal diffusivity y are
assumed to be constant.

The thermocapillary effect, the effects of evaporation and radiation at the upper free boundary
are neglected. Then the boundary conditions will be written in the form :

z=0: w:a¢:0, a—T:—l,
0z 0z
o7 (10)
z=1: Yv=p=0, —=-1.
0z

The boundary conditions at solid and thermally insulated side boundaries are written as:

T
rz=0: w:%zo, 8—:0,
Ox Ox (11)
oL 0T
o o Oz
The state of mechanical equilibrium (2) will be written as:
PO=¢0=0, TO=1-2. (12)

Thus, the solution to problem (5)—(7), (10)—(11) is determined by the Prandtl number Pr,
Grashof number Gr and aspect ratio L.

In the dimensionless form condition for the constancy of the average temperature (3) can be
written as follows: )

Tho = = 13
5 (13)

Problem (5)—(7), (10)—(11) was solved numerically by the finite-difference method, all spatial
derivatives were approximated by central differences on a uniform grid. In most calculations,
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the grid step was assumed to be equal A = 1/64. Cavities with L = 2, L = 3 are considered.
An explicit scheme with a constant time step AZ? / 10 was used. The Poisson equation (7) for
the stream function was solved on every time step by the succesive over-relaxation method. The
vorticity ¢ values on left, right and bottom boundaries were obtained using Thom’s formula [6].
The method used is described in more detail in [5].

The boundary conditions for the temperature at the boundaries of the cavity ensure the
conservation of the internal energy of the liquid, i.e. average temperature in the cavity. There-
fore, the maintenance of the average temperature was strictly controlled, i.e. implementation of
relation (13) in the process of calculating was monitored.

2. Numerical results

The calculations were performed for the value of the Prandtl number Pr = 7. Based on the
results of calculations, for each of the given values, the critical Grashof number was determined
and the nonlinear supercritical regime was investigated in the region of up to several tens of
supercriticalities. For the case of an infinitely elongated layer, i.e. for L = oo, the quiescent state
of the fluid (12) becomes unstable with respect to small normal disturbances when the Rayleigh
number exceeds the critical value Ra.,(00) = 320 defined in [1] and confirmed in [7,8]. Hence, it
follows that the critical Grashof number is equal to Gr..(c0) = 45.7 for an infinitely elongated
cavity L = oo and the value of the Prandtl number considered in this paper.

Let us consider the effect of a smooth increase in the Grashof number on the stability of
solution (12) corresponding to mechanical equilibrium. The finite horizontal size of the cavity,
due to the presence of solid vertical walls that inhibit the development of disturbances, as a rule,
leads to an increase in the critical numbers of the onset of convective instability. Therefore, the
first series of calculations was carried out for the Grashof number Gr = 70 in the hope that it
exceeds the as yet unknown critical number Gr,, for L = 2. Let us describe in more detail the
methodology for this calculation. The following distributions were set as the initial state:

ﬂj?,k:()’ ﬂék:17h~k, CP?,;C:SDC' (14)

The initial value of the vorticity ¢° at all grid nodes was assumed to be 10. Calculations at
lower absolute values ¢°, for example, at ¢° =1, led to the attenuation of the disturbance (14)
and the establishment of an equilibrium state (12).

Fig. 1a shows the stationary solution obtained as a result of the numerical calculation of the
evolution of the initial state (14) with ¢° = 10. In subsequent calculations, to obtain a solution
for other values of the Grashof number, the parameter continuation method was used, i.e. the
stationary state obtained earlier for a certain Grashof number Gr; was taken as the initial state,
the Grashof number was changed per step AGr, and by numerically solving the problem with this
state taken as the initial one, a new stationary state for the Grashof number Gry = Gry + AGr
was obtained. The step size for the Grashof number AGr varied from AGr = 10 to AGr = 500.
Calculations have shown that such a step-by-step increase in the Grashof number from Gr = 70
to Gr = 3000 does not lead to a qualitative change in the structure of the supercritical flow,
it remains single-vortex (see Fig. 1), although the intensity of movement increases many times.
The temperature field changes so that a temperature gradient is formed along the horizontal
boundaries, and the temperature gradient in the center of the cavity rotates clockwise by more
than 90°.
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Fig. 1. Isotherms and streamlines of the supercritical convective flow in the cavity L = 2 for
different values of the Grashof number: a) — Gr = 70, b) — Gr = 100, ¢) — Gr = 500,
d) — Gr = 3000

To quantitatively characterize the change in the intensity of supercritical movements with an
increase in the Grashof number, we will use the dependences of the average value of the stream
function in the cavity ¢s(Gr) and the kinetic energy of convective motion E(Gr) on Gr:

wy(Gr) = % /1 /L wdzdz, (15)
1 1 L o 1 1 L
=57 0/ 0/ vidzdr = 5T 0/ 0/ Ypdzde. (16)

The dependences 1s(Gr) and E(Gr) obtained in the calculations and for the interval of
Grashof numbers 0 < Gr < 3000 for the flow in the cavity L = 2 are presented in Fig. 2. In the
region of Grashof numbers 70 < Gr < 1000, the kinetic energy of stationary solutions depends
on the Grashof number linearly (the dependence is obtained by the least squares method):

E=174-1072-(Gr — 64.5). (17)

Extrapolating linearly dependence (17) to zero E = 0, we obtain the critical value of the Grashof
number Gr..(2) = 64.5. In the area of Grashof numbers 70 < Gr < 500, the root law for the
mean stream function is satisfied:

s = 1.17-1072 - /Gr — 64.5. (18)
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Dependencies (17) and (18) are shown by dashed lines in Fig.2.
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Fig. 2. Dependences of kinetic energy E(Gr) (a) and average stream function ¢s(Gr) (b) of
stationary supercritical convective motion in the cavity L = 2

Fig. 3a shows the stationary solution obtained as a result of the numerical calculation of the
evolution of the initial state (14) with ¢, = 10 for the case of a more elongated cavity (L = 3)
than the one considered above. An increase in the elongation of the cavity on 50% does not lead
to a qualitative change in the effect of an increase in the Grashof number on the structure of the
supercritical flow (see Fig. 3).

The dependences 1,(Gr) and E(Gr) obtained in the calculations and for the interval of
Grashof numbers 0 < Gr < 5000 for the motion shown in Fig. 3 are presented in Fig. 4. In the
region of Grashof numbers 70 < Gr < 1000, the kinetic energy of stationary motions depends on
the Grashof number linearly:

E=207-10"%-(Gr —61.1). (19)

Extrapolating this dependence linearly to zero, we obtain the critical value of the Grashof number
Gre. = 61.1. In the area of Grashof numbers 70 < Gr < 1000, the root law for the stream
function is satisfied:

Yy =1.43-10"2-V/Gr —61.1. (20)

Dependencies (19) and (20) are shown by dashed lines in Fig. 4. The single-vortex flows
obtained in the calculations are a manifestation of long-wave instability, since they can be inter-
preted as a result of the nonlinear development of the most horizontally extended perturbation.
From the streamlines shown in Fig. 3d, it can be seen that for the case of a more elongated
cavity, the development of this analogue of a two-wave disturbance leads to the formation of a
plane-parallel advective flow in the central part of the cavity, on the upper and lower boundaries
of which a constant horizontal temperature gradient is formed.
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Fig. 3. Isotherms and streamlines of the supercritical convective flow in the cavity L = 3 for
different values of the Grashof number: a) — Gr = 70, b) — Gr = 100, ¢) — Gr = 500,
d) — Gr = 3000

Conclusion

Calculations have shown that even in moderately elongated cavities, the long-wave nature
of convective instability manifests itself similarly to this in an infinite horizontal layer at a
given vertical heat flux at the boundaries. A manifestation of the long-wave nature of the
supercritical convection is that the supercritical convective flow in the entire considered interval
of supercriticality has a large-scale one-vortex structure occupying the entire cavity. Note that
with an increase in the intensity of heat transfer through the layer, the central part of the vortex
is stretched, forming a plane-parallel flow. Such a plane-parallel flow in an infinite layer (i.e. at
L = 00), for the case of both rigid boundaries, can lose stability with respect to plane cellular
disturbances [9,10]. Therefore, in future studies, the case when the horizontal size of the plane-
parallel flow will be sufficient for the appearance of cellular instability there will be calculated.
It is also planned to take into account the thermocapillary effect at the free boundary, which can
also lead to the appearance of cellular instability.

Calculations for L = 2 were made within the framework of the state assignment. This study
was funded by the Ministry of Science and High Education of Russian Federation (Grant No.
FSNM-2020-0026). Calculations for L = 3 were carried out with the support of the Russian
Foundation for Basic Research (project 20-51-12010 NNIO_a) and NNIO (DFG: Projekt ZA
658 / 5-1).
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IIp1 3aJaHHOM BEPTUKAJIbBHOM TEIIJIOBOM IIOTOKEe
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Ilepmb, Poccuiickast @eneparust
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WNucruryT Mexanuku cruomubix cpes ¥YpO PAH
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Awnnoramusi. Vccmeayrorcst HAIKpUTHIECKUE PEXKUMbBI KOHBEKITHH BOJIBI TP KOMHATHOI TeMIlepaType B
BBITSIHY THIX TOPU30HTAJBHBIX MOJIOCTSX, C OTHOIIeHNeM mupuHbl K BbicoTe 2: 1 u 3: 1. Hucsmo [panaris
roJraraeTcsl paBHbIM ceMu. Ha BepxHel ¢cBOOOIHON M HUXKHE TBEP/IO¥ I'paHUIax 3aaH ITOCTOSHHBIN Tell-
JIOBOI! IOTOK, & GOKOBBIE TBEP/IbIE TPAHUIIBI TIOJIATAIOTCS TENJION3 OJIMPOBAHHBIME. PacdeTsl, MpoBeIeHHbIE
KOHEYHO-PA3HOCTHBIM METOJIOM JjIs 3HadYeHUl ducia Peses, mpeBbIManmux KPUTHIECKOE /10 TPUIIATH
pa3, IOKa3aJii, YTO B YKa3aHHOM MHTepBaJje dnces Pesies B 000MX MOJIOCTSX B HAJKPUTUIECKON 06/1aCTH
peau3yeTcss OJHOBUXPEBOE CTAIMOHAPHOE COCTOSAHHE.
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Abstract. The work focuses on the inverse problem of determining differential equation coefficients
for additional information on the behavior of solution. Furthermore, the algorithm for determining
parameters of systems of ordinary differential equations on the basis of stomatal pressure measurements
is generalized for the model of hydrate formation when the internal well section of changes with time and
also has to be determined during the solution of the general problem. The computational experiment
has been conducted for wells of Otradninsky gas condensate deposits of the Republic Sakha (Yakutia),
the exploitation of which indicates that the complications are most likely caused by formation of gas
hydrates both in the bottom-hole and in the well and its plumes. It has been established that the most
important influence on the dynamics of hydrate plugs formation in wells is the gas production mode,
its equation of state, reservoir and geocryological conditions. Time dependency of mass flow has been
determined, which knowledge will make it possible to control the change of flow area of the entire well
and, if necessary, to prevent and remove formation of natural gas hydrates.

Keywords: conjugated problems of heat exchange, production and transport of natural gas, natural
gas hydrates, mathematical modeling.
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When studying physical phenomena or objects by means of empirical methods, there are often
circumstances in which no possible direct observation and measurement of any characteristics
of object are noted. The experiment may be associated with technical and material difficulties,
considered as a dangerous or simply not feasible process. It is almost possible to obtain any
additional information about the object for making appropriate conclusions. In such situations
for diagnostics of objects (for example, their internal structure) mathematical processing and
interpretation of observation are required. These tasks are required to determine the reasons if
the consequences obtained are known as a result of the observation. Such kinds of tasks are called
the inverse problems [1]. The inverse problem is the problem of determining model parameters
based on available observations of model states.
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The inverse problems are critical in the modeling, control and operation on technologic pro-
cesses in complex systems. In particular, this applies to oil and gas production processes related
to the filtration and flow through pipes of structured multi-component multi-phase liquids having
complex rheological properties (oil with paraffin and tarry asphaltene inclusions, oil-water-gas
mixtures, drilling solutions of polymers and surface-active substances, etc.). In accordance with
the analysis of experimental information raising and solution of the inverse problem allows to
select an adequate model, evaluate its parameters and determine if necessary, missing initial and
boundary conditions [2].

Solution of practical problems of gas production and transportation is impossible without
use of the most modern achievements of mechanics of liquid and gas and applied mathematics.
In the monography [3] solutions of the inverse problems for hydraulic models are considered
described by the ordinary differential equations. Such models in hydraulics always correspond to
the established flow modes. In this case, the characteristic of the process is not time-dependent.

The established modes are convenient for the solution of identification problems. This is due,
first, to the fact that it is quite simple to measure time-independent values in practice, and,
second, to the fact that the inverse problems are much easier to solve in the case of ordinary
differential equations than in the case of partial differential equations. The identifiable parame-
ters must be effectively incorporated into ordinary differential equations or boundary conditions
after the non-stationary terms have been discarded. Among the various numerical methods
of solving boundary problems, the most effective are the different modifications of the sweep
method (for linear problems) and the combination of Newton methods (quasi-linearization) and
sweep method. The characteristic feature of these methods is the reduction of the resolution of
boundary problems to the solution of Cauchy problems [3].

An analysis of the methods used to calculate the parameters of gas pipelines and wells by
M. A. Kanibolotsky showed that they were very approximate character. For direct gas flow
calculations, when all design parameters are known by setting boundary conditions, the pressure
and temperature distribution can be found [4].

The coefficient of hydraulic resistance and the coefficient of heat exchange are considered
the main phenomenological parameters of the mathematical model of the non-isothermal flow of
real gas in the well. These values can be found in three ways: 1) through empirical and semi-
empirical relationships that are based on small, and sometimes misunderstood, experimental
data, so that they are not devoid of elements of randomness and limitation; 2) description of
the non-isothermal flow of gas in pipes within the theory of boundary layer; 3) identification
of the well model using additional information on the behavior of the model on pressure and
temperature measurements in the well and wellhead; which will serve as boundary conditions for
the definite system [3].

The use of additional measurements to determine the coefficient of hydraulic resistance and
the coefficient of heat exchange has been used before [5]. However, to process the results of
these measurements, simplified models were chosen that neglected the real properties of gas,
non-isothermal flow, etc. It was not feasible to calculate directly on more accurate models with
such inaccurate identification. The identification method proposed in the monograph [3] makes
it possible to find parameters without simplifying the model chosen in such a way as to ensure
the required accuracy of the direct calculations.

The natural gas production process is the most important solution of the inverse problems
among the complex systems. Gas hydrates may form at this process.

Gas hydrates are divided into natural and technogenic (artificial). The natural gas hydrates
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may form clusters with a foreseeable industrial significance and may also be scattered. Gas
hydrates are currently found in the natural precipitation of the oceans and seas, in the subsoil
of the mainland and islands, in the ice of Antarctica and Greenland [4].

Technogenic hydrates are formed in oil and gas production systems: in the bottom-hole, gas
and oil wells, plumes and in gas pipelines. In the process of oil and gas production, artificial hy-
drates are undesirable and methods for preventing and eliminating hydrates have been developed
and improved.

The main factors determining the possibility of natural gas hydrates formation under reservoir
conditions are: gas composition, reservoir pressure and temperature, the degree of mineralization
of pore water. The conditions of hydrate formation are mainly determined experimentally, al-
though these experiments are difficult to perform due to the non-stoichiometry and instability of
hydrates. A large number of methods are noted for calculating equilibrium conditions of hydrate
formation [4].

In the well gas is intensively cooled by throttling at reduced pressure (isoenthalpic process
for gas production and transport [6]) and by means of heat exchange caused by surrounding
permafrost rocks. Since many deposits in the northern regions have fairly high reservoir pressures,
there is a risk of gas hydrates formation. The formation of hydrates in the bottom-hole results in
less productivity and lower capacity in the wells or in their total blockage. The risk of gas hydrates
blocking the wells also occurs when they stop due to the low temperature of the surrounding
rocks [7].

To describe the formation and deposition of hydrates in the well, a quasi-stationary math-
ematical model [4, 6-9] is applied, in which movement of the real gas in the pipes is described
within the tube hydraulics, while the dynamics of hydrate formation presented within the gener-
alized Stefan problem, in which the temperature of the phase transition «gas+water=hydrate»
depends on the pressure in the gas flow. Based on the laws of mass and energy conservation for
the gas flow, the equations of continuity, motion and energy of gas is reduced to a system of two
ordinary differential equations concerning pressure and temperature [10]. This model is closed
by some phenomenological ratios corresponding to a level of description of physical phenomena,
so that in the equations there are inevitably some constants revealed by additional information
on the basis of the chosen model [11] which can be used, for example, the measurements of gas
pressure and temperature. In addition to the phenomenological constants, the model includes
technological parameters that can also be characterized by these measurements, such as the gas
mass flow, noted as a constant in the stationary mode.

This inverse problem of determining differential equation coefficients is considered in some
additional information on the behavior of the solution [7], furthermore, the algorithms for deter-
mining parameters of the systems of ordinary differential equations on additional measurements
are presented in the works [3,7,12], and generalized for the hydrate formation model demon-
strated in [4,6-9].

1. Formulation of the problem

An essential feature of the model studied is the determination of the time-changing well
section area, together with the calculation of gas temperature and pressure distribution from the
solution of the Cauchy problem for the equation, describing the variation of the dimensionless
area of the well section in the course of time

as o Te - Tph (p)

P 1_bynsS _bl\/§<Tp (p) = 1), (1)
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d d
where by = %, by = %, ay is the coefficient of heat exchange between the gas and the
h h

hydrate layer; as is the coefficient of heat exchange between the hydrate layer and the rock; dg
is the well diameter before hydrate formation; A, the coefficient of hydrate heat conductivity;

hic |
pnandy’
temperature, T, the temperature of the surrounding rocks, 7, is the gas critical temperature; pp
the density of hydrate; ¢, the specific heat of the phase transition "gas+water=hydrate"; ¢ is
the time; T,r(p) = aln(p) + b the is equilibrium temperature of hydrate formation, where the
empirical coefficients a and b depend on the gas composition. In the equation (1), all temperature

dimensionless time 7 = p is the gas pressure, S the dimensional cross section, T" the gas

values are assigned to the critical gas temperature T,, the coefficient oy depends on the time-
changing area of the well section S as follows:

0.8 0.8
aidy oas( M 4 1
=0.023Pr%43 [ — -] - 2
" 0.023Pr (dong - 09 (2)

where Pr is the Prandtl number, M is the gas mass flow, 1, and A\, are the coefficients of gas
dynamic viscosity and its heat conductivity

In the equation (1), the coefficient of heat exchange in the well sections is calculated by the
formula (2), where the hydrate layer is formed, i.e., where the dimensionless value of the section S
is less than 1, and the temperature of the rocks T, is replaced by the temperature of the phase
transition «gas+water = hydrate» Tpp.

The algorithm for solving the inverse problem of determining the gas mass flow at variable
length and time of the well section according to pressure measurements, which will make it pos-
sible to identify signs of hydrates formation in it, varying pressure and temperature distribution
over its length.

Following the method described in the work [3], and using the mathematical model proposed
in [7,8], we can set the zero approximation M° and compute p°(z) and T°(z), presenting the
equations of this model in the form of quasi-stationary equations of tube hydraulics [4, 6-9]:

dp VT M?

ix = P9 p5esgn (3)
dT dp  mda g
— —e— = T.—-T)— =, 4
dz  dx cpM( ) Cp @)

where ¢, is the specific heat capacity of gas at constant pressure, d,, is the well diameter, g is
the acceleration of gravity, M = pvSSy is the mass gas flow, Sy is the dimensional section before
the formation of hydrates, x is the coordinate along the well axis, « is the total coefficient of
RT? (0Z
Cpp (8T
hydraulic resistance coeflicient, R is the gas constant. The compressibility coefficient of gas in
contrast to the work [4, 7] instead of the Bertlo equation is determined by the Latonov—Gurevich
equation [13] , which corresponds appropriately with the reference data [14]:

heat transfer, ¢ = > — throttling factor, p — gas density; v — gas flow velocity, ¢ —
P

p

T e
2= <0.17376 In— + o.73> " ro0al,
T DPe

where p., T, are the critical values of natural gas pressure and temperature, which are determined
by the critical value sum of each component per gas content.
To the linearized approximation system (3-4) referring (s + 1):
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dps+1 ff + (8f1>8(ps+1 _ps) + (8f1)s(Ts+1 _Ts) =+ <afl)s(Ms+1 _]\43)7 (5)

dr dp T oM
dre+! f2\" i1 dfa\’ of2 )
I YJa s ] YJa Ts+1 _T$ ~J2 Merl — M?
s () e () '+ (5ae) « . ©
we can set p*T1(z) and T3 (x), expressed through the sweeping coefficients C' and D
p*tt =M+ Dy, (7)
Tt = CyM*™ + Do, (8)

As the result of these coefficients we obtain the following equations:

dcy of\* of1\’ of1\’
i~ () o (Gr) e (G) Y
dCy of2\’ 2f2\’ df2\°
(%) o (37) o (57) 1o
dD of1\* ofi\’ ofi\*
T () 0=+ () @-1r st () o (1)
dD 0t \* of:\’ ofs\°
= () -+ () -5 (G2 ar (12)
and initial states
Cl(o):CQ(O):O, Dl(O):po, DQ(O):T(). (13)

After numerical solution of these problems Cauchy, using the exit condition p(L) = p, and
the ratio (7), we detect
py — D1 (L)

Cu(L)
where L is the length of the well, p, is the pressure on the wellhead.

The algorithm for the numerical solution of the conjugate problem of the well heat exchange
with frozen rocks can now be described as follows:

1. Set the zero approximation of the flow rate M°, which is formed by a simplified model of
the isothermal flow of ideal gas without the formation of hydrate (S = 1):

M = (14)

2.5 2.~ F _ 2 ?
VT ¢R2T02 1— e_%

MO =

2. Compute from equation (15):

1
_z /TYR2TE(MO)? _z2gL\\ 2
py(@) = (poe o — 19525 (1 —€ RTO) :

3. Define the initial values of the sweeping coefficients on the equations (13) by means of
them the following solutions (7) and (8) are expressed.

4. Solving the Cauchy problem for the system (9)—(12) by the Runge-Kutta method of the
order 4, find Cy(z) and D, (z).

5. In the equation (14) determine the flow rate M*T*.

6. By setting in the ratio (7) to (8), find p*T!(z) and T5+!(x).
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7. Repeat the items 3 to 6 until the necessary precision is achieved. This parameter is
determined by nature of the object on which measurements are made, where the accuracy of the
measurement equipment (i.e. input data) is of great importance. Calculations have shown that
the necessary accuracy of determining the model parameters with an error determined by modern
measuring equipment is achieved with 3-8 measurement points. In all cases, the convergence of
successive approximations with a relative accuracy of 1% required 2—4 iterations.

8. From the equation (1), taking the time step, using the Runge-Kutta method, find a
new value of the section area. In this case, the z-coordinate is included as a parameter in this
equation.

9. Determinate the temperature distribution in the rock mass, that is to say, solve the
initial-boundary problem for the thermal conductivity equation by the pass-through method with
smoothing the breaking coefficients by temperature in the surroundings of the phase transition
according to the approach described in the work [8]. Since the smoothed coefficients depend
on temperature, the resulting difference problem is nonlinear and its solution is detected by the
method of simple iteration using the sweeping algorithms. The algorithm phase is performed
only when the task is conjugated.

At each time step, items 3 to 9 are repeated.

To evaluate the accuracy of the finite-difference scheme developed on the basis of the
Samarsky-Moiseenko method [15], the results of numerical calculation were compared with the
exact self-similar solution of thawing problem an unlimited rock mass at a constant tempera-
ture of exposure at the boundary [16]. Based on the dynamics of the phase front movement of
thawing rocks, it is found that the speed of the phase front decreases over time due to the low
thermal inertia of the thawed zone of rocks. The insignificant difference between the results of
calculating the thawing of rocks is explained by the fact that in the exact self-similar solution,
in contrast to the numerical solution, the rock is considered unlimited, that is, due to the lack
of a heat-insulated boundary, favorable conditions are created. For the numerical solution of
this one-dimensional problem, a boundary condition of the 1st kind is assumed for the radius
of thermal influence. The results of comparing the exact self-similar and numerical solutions
allow us to conclude that the developed finite-difference scheme and computational algorithm
are correct.

2. Results of the computational experiment

The calculations were carried out at the following parameter values corresponding to the
Otradninsky gas condensate deposit of the Sakha Republic (Yakutia) [9]: o = 5.82 W/(m?-K),
R = 438.271 J/(kg-K), dy, = 0.146 m, ¢ = 90°, v = 0.02, pp, = 920 kg/m?, q;, = 510000 J /kg,
A = 1.88 W/(mK), A\, = 0.0307 W/(m-K), ¢, = 2300 J/(kg:K), n, = 1.3-107° Pa-s, po=
= 188.352-10° Pa, Ty = 286.35 K, p. = 44.679-10° Pa, T, = 195.376 K, a = 6.635 K, b =
= 182.951 K,

Towo—Tz, 0<z<L-H,;
272.15K, L—H <z < L.

T, =

L=2480 m, H=680 m, T, = 286.48 K, I'= 0.0074 K/m, gas content (06.%): CH4 — 83.15,
C2H6*4.16, CgHg - ].48, iC4H10 - 017, I’IC4H10 - 050, iC5H12 - 012, HC5H12 - 017,
CgHyg — 0.17, C7Hyg4 — 0.28, CO2 — 0.07, Ny — 9.50, Hy — 0.02, He — 0.21. The pressure
at the wellhead ranged from 11 MPa to 14 MPa.
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Comparing to experimental data is very difficult and always requires the expenses of facilities
and time. Therefore, only theoretical numeral calculations are performed. There are practically
no model tests or studies on these processes. In process fact sheets are not considered about
hydrate formation on the indicated deposit. During the operation of wells in the Otradninsky
deposit, due to the low reservoir temperature, even with small depressions on the formation,
intensive hydrate formation occurs in the wellbore and a sharp decrease in gas inflow. For this
reason, the bottom-hole zone of wells is pre-treated with methanol. Further operation of gas
wells has shown that one of the main causes of complications is the formation of hydrate plugs
in the pump and compressor pipes and wellhead equipment. This is understandable, since the
wellhead temperature of operating wells is 1°C below zero. Therefore, testing the capabilities
of mathematical modeling of the Otradninsky deposit development at this stage is reduced to
predicting the presence of gas hydrates before the start of gas production and the possibility of
their formation in the bottom-hole zone and the wellbore.

To test an algorithm of the numerical solution, a preliminary comparison of the calculation
results with the results presented in [7] and carried out in the case of a main gas pipeline was
carried out.

The analysis of the calculation results shows that in the Otradninsky deposit the formation of
hydrates can be noted in the absence of inhibitors throughout the well, but more intensively this
process takes place in its upper part, approximately corresponding to the permafrost capacity.
The complete plugging of the wellhead can be observed approximately in 1+2.5 hours depending
on the pressure drop. At the same time, 25-40 % per cent of the well section will be covered on
the bottom-hole (Fig. 1 and Fig. 2).The results of the computational experiment showed that the
calculation results of the well section coincide for the conjugate and non-conjugate (at a constant
temperature of the rocks) problems. This is due to the relatively rapid formation of hydrates,

Fig. 1. Dynamics of change in the dimensionless Fig. 2.

flow area along the_ well depth at p, = 11 MPa:  gonless area flow area along the well depth at
1 — real gas, 2 — ideal gas py = 14 MPa: 1 — real gas, 2 — ideal gas

Dynamics of change in the dimen-

i.e. the heat exposure time of the rocks is insignificant: at p, = 11 MPa pressure for the real
gas is 1.08 hours, for the ideal gas it is 1.89 hours; at p, = 14 MPa for the real gas it is 2.28
hours; for the ideal gas it is 2.37 hours (Fig. 1 and Fig. 2). You can see that the well plugging
time for the real gas is shorter, that testifies to the significant role of throttling at relatively
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small pressure ratio. As the depression decreases, the length of the complete hydrate blocking
process is almost doubled in the well. In the case of real gas there is less intensive increase of
the hydrate layer, than in the case of ideal gas especially at the well bottom . At the same time,
the growth dynamics of this layer is more dependent on the pressure in the output section than
on the temperature of the rocks [7].

Consequently, in the equal reservoir and geocryological conditions the gas production mode
and its state equation have the greatest influence on the dynamics of hydrate cork formation in
the wells. As you can see from the Fig. 3, the gas temperature throughout the depth of the well is

T.K
2041 —

287.08 s

Fig. 3. Gas temperature variation on the well depth and time for Otradninsky deposit at
py = 11 MPa: 1 — conjugate statement, 2 — non-conjugate statement, 3 — equilibrium temper-
ature of hydrate formation

lower than the hydrate formation temperature, which proves the rapid plugging of the gas well.
The gas temperatures are slightly higher in the conjugate statement than in the unchanging
temporal temperature of the surrounding rocks. The case of the temperature change at the
well-head pressure 14 MPa is not presented, as the gas temperature values at the conjugate and
non-conjugate statement are practically the same.

Fig. 4 and Fig. 5 present the dynamics of changes in the radii of thawing of frozen rocks near
the well in the case of real and ideal gas at the wellhead 11 MPa and 14 MPa. It can be seen
that if in calculating gas is considered to be ideal, the radius of thawing will be about 10 cm on
the permafrost bottom. Due to the shorter time for gas to heat the rocks, the depth of thawing
at the wellhead p, = 11 MPa is lower than for p, — 14 MPa. This is also confirmed by the
temperature variation at the well surface (see Fig. 6 and Fig. 7).

Fig. 8 illustrates the effect of the pressure drop, the gas state and hydrate formation equations
on the gas mass flow rate, that is, the capacity of the well. For all variants of calculation no
increase of the mass flow is noted at the beginning as it was obtained for the pipeline [7]. This
is due to the minor thermal interaction of gas in the well with the surrounding rocks. For gas
in the presence of hydrate formation inhibitor, the mass flow rate remains almost constant and,
while in the case of hydrates formation it decreases to zero in relatively short time. The rate of
decline depends on the gas state equation (compare pairs of lines 3 and 7, 4 and 8). At the same
time, it depends on the pressure difference (compare the pairs of lines for the real gas 1, 2 and
3, 4, for the ideal gas 5, 6 and 7, 8), although this effect can also be explained by the fact that
a higher rate of the pressure drop corresponds to the increase in the initial mass flow.
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0.63 L 0
0.073— 1.26 . 0.073 — 0.70
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Fig. 4. Variation of the radius at thawing frozen Fig. 5. Variation of the radius at thawing frozen
rocks around the well in its depth and time if rocks around the well in its depth and time if
py = 11 MPa: 1 — ideal gas; 2 — real gas py = 14 MPa: 1 — ideal gas; 2 — real gas

T.K
286.48—

B T.K
286.48 —H
281.84— 281.84
277.2 277.2

272.56 272.56—

267.92—
0>

Fig. 6. Variation of temperature on the well Fig.7. Variation of temperature on the well sur-
surface in its depth and time at p, = 11 MPa: face in its depth and time at: 1 — p, = 14 MPa,
1 — real gas, 2 — ideal gas 2 — py = 11 MPa

For lower depression, the initial flow rate for the real gas is lower than for the ideal gas (see
curves 1 and 5), and for larger depression it is higher (see curves 2 and 6). But as this initial
flow increases, the length of the complete plugging of the wellhead area by hydrates is reduced
(see curves 4 and 8). It can be seen that due to throttling in the case of real gas this time is less
than in the case of ideal gas.

Conclusion

Variations in pressure and temperature distribution over the length of the well are the main
signs of hydrate formation, the inventive generalized algorithm for solving the inverse problem
of determining a mass gas flow at a well cross-section which is variable in time according to the
wellhead pressure measurements is disclosed. Knowing the dynamics of changes in the mass flow
rate over time, it is possible to control the change in the flow section throughout the well and, if
necessary, measures should be taken to prevent and remove natural gas hydrates.
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Fig.

ﬂff,k S
40 g/
2
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4
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8. Mass flow rate dynamics: 1-4 for real gas (solid lines); 5-8 for ideal gas (dotted lines);

1, 3, 5 and 7 for p, = 14 MPa; 2, 4, 6 and 8 for p, = 11 MPa; 1, 2, 5 and 6 — a hydrate free
mode; 3, 4, 7 and 8 — a hydrate mode
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MeTton oripeaesieHrusT MAaCCOBOT'O Pacxoja II0 3aMepam
JaBJIeHNs MPU 00pa30BaHUN T'a30BbIX THAPATOB B CKBAaXKIHE

H.H. BopucoBa
Cesepo-Bocrounslii denepanbabiii yaunsepcurer um. M. K. AmMocosa,
dAxyrck, Poccuiickas Pejrepariust

nN.N. Poxxun

WNucturyT npobaem Hedpru u raza CO PAH

DenepaabHbIi UCCIEN0BATENLCKUH 1eHTD «AKyTckuit nayanbiii nearp CO PAH»
Axyrck, Poccuiickas Peneparius

Amwnnoranusi. Pabora mocssiimena o6paTHO 3a1a4e onpeesienns KodhOUIneHToB 1uddepeHinaaIbHbIX
YPABHEHU 110 JOMOJIHUTEIHHON NHGMOPMAIUHT O OBEJICHUH PellleHus. [Ipu 9ToM ajJropurM onpeieseHust
MapaMeTpOB CUCTEM OOBIKHOBEHHBIX AudDepeHInaIbHBIX YPABHEHUN 110 3aMepaM YCThEBOTO JIaBJIEHUS
06001IaeTCs IJTsT MOJIENTN THAPATOOOPA30BAHNSI, KOT/Ia BHYTPEHHEE CEUYEeHME CKBAaYKWHBI M3MEHSIETCS BO
BPEMEHU ¥ TaK>Ke MOJJIEXKUT OIIPEJIEJICHUIO B X0JIe pelleHus obIei 3a1a4u. BerauciinresbHbIi dKCIepu-
MEHT TIPOBeeH st cKBaXXuH OTPaJIHMHCKOIO Ta30KOHJIEHCATHOIO MecTOpoxKieHusi Pecnybimku Caxa
(AdxyTms), sKCITyaTanmsi KOTOPBIX CBUAETEIBCTBYET O TOM, ITO HAMOOJIE€E BEPOSTHON IPUIMHON OCIIOXK-
HEHUIl sBJIsieTcsl 00pa30BaHUe ra30BbIX MMAPATOB KaK B NPU3abOMHON 30HE, TAK U B CTBOJIE CKBAYKUH U
X nuieiax. YCTAHOBJIEHO, UYTO HambOJIbIllee BIUSIHUE Ha, JUHAMUKY OOpa30BaHUs THPATHBIX MTPOOOK
B CKBa’KMHAX OKA3BIBAIOT PEXKMM OTOOpa ra3a, ero ypaBHEHHE COCTOSHUS, IIACTOBBIE M T€OKPHUOJIOTH-
geckue ycsoBus. OupejiesieHa 3aBUCUMOCTb MAaCCOBOI'O PACXOa 10 BPEMEHU, 3HAHUE KOTOPOIl [O3BOJIAT
KOHTPOJIMPOBATH U3MEHEHNE ITPOXOTHOTO CEYEHUs 110 BCeil CKBasKMHE U B CJIy4Yae HEOOXOIMMOCTH MTPOBO-
JIUTHh MEPOIPUATHUSI IO TPEIOTBPAIIEHUI0 OOPA30BAHUS U YAAJEHUIO THIPATOB TPUPOIHOTO ra3a.

KuroueBrble ciioBa: COnpsizkeHHbIE 3aJ[a491 TEIIOOOMEeHa, H00bIYa U TPAHCIOPT IPUPOJIHOIO ra3a, Th/ji-
paThl IPUPOTHOIO ra3a, MaTeMaTHIeCKOe MOJEINPOBAHUE.
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Introduction

There are numeros works devoted to the study small disturbances of rest or uniform fluid
rotation (see [1,2] and the literature available there). Let es is unit vector of the rotation axis z.
Homogeneous gravity field of intensity —ges acts on an ideal fluid. Fluid rotates with constant
angular velocity wpes (wp > 0). The equations of small oscillations of such a fluid were derived
by A.Poincare in 1885 [3]. In a rotating Euler coordinate system, they have the form

1
U —wiesx U+ —VP =0, divU=0, (0.1)

Po
where U, P are speed and pressure disturbances, py > 0 is constant fluid density. In this case,
the main state is (0,0,0, —gz + wd(z? + y?)/2). Poincare showed that any component of the
vector U and the function P are the solution of the equation

0? , 0%

where A is Laplace operator in variables x,y, z. A survey of the results of A.Poincare and some
other authors can be found in the classical monograph [4] (see chapter XII "Rotating masses of
liquid").

0, (0.2)

*andr@icm.krasn.ru
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The solvability of some initial-boundary value problems for system (0.1) was established by
S.L.Sobolev in [5]. He also introduced the state function ®(z,y,z,t) in terms of which the
solution of system (0.1) is expressed in the form [6]:

D2 )
U= @ch + QWQEVCI) X e3 + 4w (VP - e3)es,
L P00 o
o Y0

and the function ® satisfies (0.2). Representation (0.3) makes it possible to more simply estab-
lish the properties of solutions of capillary hydrodynamics problems [2]. Equation (0.2) does not
satisfy the Cauchy—Kovalevskaya conditions. Its nonclassicality significantly affects the formula-
tion of boundary value problems, the asymptotic properties of solutions, and the properties of
the spectrum [7, 8]. In connection with the above, equation (0.2) is usually called the Poincare—
Sobolev equation. More general differential equations that are not resolved with respect to the
highest time derivative are studied in [8]. These include the equations of small perturbations
in the atmosphere and ocean [9-11] in particular. In contrast to (0.2), here the coefficients of
differential operators can depend on spatial variables.

In the present work, we study the asymptotic behavior of small perturbations of unsteady
tension and rotation of a circular jet of an ideal fluid. In this case, the equation coeflicients of the
Poincare-Sobolev type already depend on the time variable. Using the Lagrange coordinates, it
is possible to separate the variables and obtain the amplitude equations. They are ODEs of the
second order in the time variable. The asymptotic behavior of the perturbation of the jet free
boundary is found. A comparison with a similar behavior of perturbations for a non-rotating jet
is made.

1. Basic motion

System of equations for an ideal incompressible fluid in Lagrangian coordinates & = (£, 7, ()
has the form [12,13]

1
M* (x; — g(x,t)) + o Vp =0, (1.1)
0

div M 'x; =0, (1.2)

where M is Jacobi matrix of the mapping x(&,t) the initial area  to the region of motion €
at the time t; M*, M1 are transposed and inverse to M matrices; g(x,t) is known vector mass
forces; p(€,t) is fluid pressure; pg is constant density; all differential operations are performed by
variables &, 7, (. Mass conservation equation (1.2) is equivalent to the equality det M = 1 for all
t>0[12].

Solution of systems (1.1), (1.2) is sought in a fixed region {2 with initial data a ¢ =0

x=€ xt=up(§), divuy(€)=0, £€Q. (1.3)

It is easy to check that formulas

1
X:Msv —PpP=
0
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where )
cost) — F sinf 0
. 1
sinf —cosf 0 |°

\/,7_
0 0 T

T=1+kt, (1.5)

S-Sl

t
k=const >0, wy=-const >0, 6= wo/ 7(t) dt,
0

f(t) is an arbitrary function, represent an exact solution of the system (1.1), (1.2) in the absence
of mass forces, that is g(x,t) = 0.
If in (1.4) we choose the function f(t) in the form

fit) =2 (wgr -3 kz> 2 VT (1.6)

4 T To

ro > 0, o > 0 are constants, then we can give the solution (1.4)—(1.6) next physical interpretation.
At the initial moment of time ¢ = 0 circular jet of ideal fluid of length h( rotates around the z
axis, and vorticity wg = (rotug)/2 = (0,0,wp), see Fig. 1, up = (—k&/2 —won, wol — kn/2, kC).

hU
| ~ /l
| |
) E-fi=
| [ z
T I T

a)ﬂ

Fig. 1. Motion field scheme

The jet surface 2 + n? = r is free and on it capillary forces act (o is surface coefficient
tension). At ¢ > 0 the jet begins to stretch along the z axis and continues to rotate around this
axis. Vorticity in Euler coordinates is w = rot,u = (0,0,wy7) and the velocity vector is

k k k
u= <27_xw07'y,w07x 27_y,7_z> . (1.7)

The walls { = 0 and ¢ = hy can be considered impenetrable, and the second of them at ¢ = 0
starts to move with the speed wy = const. The first wall remains stationary. The moving wall
law is z = (1 + kt)ho, then the constant k = wo/hg. Free border in all times remain cylindrical,
and its radius decreases according to the formula R(t) = ro/\/T.
Remark 1. A solution of the form (1.4) for wy = 0 and o = 0 was indicated in paper [12] as an
example of unsteady motion of an ideal fluid with a free boundary with a linear velocity field.
In this case, the matrix M is diagonal, and the movement will be potential.
In Euler coordinates, the pressure is in the form (equality (1.6) taken into account)
2

%p: f% <w3722f2> [R2(t)—(z2+y2)]+%. (1.8)
It is clear that the simplest solution (1.7), (1.8) is written in the cylindrical coordinate system
(r,,2), such as,

k k 1 1 3 k2 o
u= (—27_ ™ WoTT, — z) , —p=—3 (w(2)72 ~ 1 7'2> [R2(t) — r?] + 0k (1.9)
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2. Small perturbation equations

Since the jet motion described by the formulas (1.4)—(1.6) is vortex, then we will use equations
for perturbations in Lagrangian coordinates, obtained in [13]

t
div [M‘1W/ WM YV® +Uy)dt;| =0, £€€Q, t>0, (2.1)
0
(I)t + CLN — O'Zr(t)N = 0, (22)
t
N =bn- M*IW/ W IM*Y(V® + Uy)dt;, €€T, (2.3)
0
d=0, t=0, £€€QUT. (2.4)

We introduced the following notation in expressions (2.1)—(2.3): M is Jacobi matrix of basic
motion; W (€,t) is solution of matrix equation
d(u)\" .
W, = (a(x)> w, W|,_, = diag(1,1,1), (2.5)
Uy (&) is the initial disturbance velocity vector; ®(&,t) is the disturbance of the Weber’s potential
[13] and the pressure disturbance is

P&,1) = —y(€,1). (2.6)
The quantity a(&,t) is given by the equality
1 ap 11
- S 2.7
o= (m ) 27

where nr, is the extarnal normal to the boundary of the region of motion €2, R;, Ry are the
principal radii curvatures of normal sections I'y; Ar(t) is the surface transformation result to the
Lagrangian coordinates of the Laplace—Beltrami operator I'; [13, ¢.25],

so-t (et r)e ]l e,

E=|M¢, >, G=|M¢,,|* F=ME,, -ME, q=(EG-F*)Y2

Qs

(a1, a0) — &(aq, @) is the parameterization of the initial free boundary T'; the function b(&,t),
& €T is defined by the equality

v
b(E,t) = |J\4|*{Ov|ﬁ)|’ (2.9)

fo(&) = 0 is the implicit equation on I'; n is the external normal to T': n =V fy/|V fo].

The function N(&,t) characterizes the deviation of the perturbed boundary from its unper-
turbed state I' along the normal. Often in stability problems of the fluid motion with a free
boundary, this function is the main required quantity [12,13].

The perturbation of the velocity vector by the known @ is given by the formula

t
U:M[M‘WV/ WM (V® + Up)dty | , (2.10)
0

t
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and vector of perturbations (vector of displacement of liquid particles) is
t
X = W/ W IM*1(V® + Up) dt;. (2.11)
0

We calculate all auxiliary quantities included in the problem (2.1)—(2.4). In fact it is problem
to define a function ®(&,t).

Using the formulas (1.5) and (1.7), we make sure that the solution of the Cauchy problem
(2.5) is the matrix W = M*. Further, since the equation I' is £2 +n? — r2 = 0, and T'; is the
equation 2 + y? — r¢/7 = 0, then n = (£,7,0)/r¢, nr, = 7(x,9,0)/ro, R1 = 10/\/T, R2 =
and function a(§,t), &€ € T, from formula (2.7) is

2 2
rg (3 k 9 oT

To transform Ar(t) from the expression (2.8) we introduce cylindrical Lagrangian coordinates
P, @, ¢, so that & = pcosy, n = psinp, ( = (. Then for the jet surface I' at the initial moment
of time vy = ¢, as = (, 0 < p < 27, 0 < (< hg, a p=ryg. Moreover, the coefficients of the

first quadratic form is E =73 /7, G = 72, F =0 and q = r9\/7, 50
_ 1 52 r2 92
Ap(t) = —— L), 2.13
r(®) rér ( 0p? + T 8(2) (2.13)

Because fo(&,1,¢) = &2 +n? — 12 = 0, then from the formulas (2.9) and (1.5) we get b= 1//7.
Since the matrix W = M*, then the equation (2.1) is simplified to the following

t 1
/O [T(tl) cos2 (B(t) — 0(t1)) (Pee + D) + =T ‘1%4} dty —
- /Ot Kr?(ltl) — 7(t1) cos 2 (0(t) — g(tl)))UOSC + 7(t1)sin 2 (O(t) — O(t1)) 903} dty, (2.14)

where equality Upie + Up2y, + Upse = 0 was used for initial velocity vector Ug = (Up1, Upz, Uos);
the value Q3 = Upae — U1y is twice the third component of the initial vortex vector.

Differentiating the equation (2.14) with respect to ¢ three times and introducing the variable
v =72(t) = (1 + kt)? instead of t we arrive at the equation (u = wo/k)

82 u2 15 N2
a2 (‘I’sf et 5 ‘I%c) t D¢ = —<4 775 T 3/2)U03<
The resulting equation must be solved in the initial cylinder £24+n% < 13,0 < ¢ < 27, 0 < ¢ < hy.

In cylindrical coordinates p, ¢, ¢ the equation will be written like this
0? 1 1 1 u? 15 u?
W(®pp+p¢”+p2¢w+v/ ¢<<>+73/2q><<:_<477/2+ 3/2>U03< (2.15)

Equation (2.15) is an equation of Poincare-Sobolev type (0.2) with variable coefficients and a
nonzero right-hand side.
The value N (&,t) from the expression (2.3) is converted to the form

N:

Toiﬁ /0 7(t1) |:COSQ 0(t) — 0(t1)) (£Pe + 0Dy + EUo1 + nUp2)+

+ sin 2 (G(t) — H(tl)) (6(1)77 — 77(I>§ + €U02 — T]Ugl) dtl. (216)
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Based on the obtained representation, we write down the equation for the N. Differentiating the
expression (2.16) twice in ¢t and after some transformations we arrive at the equation

Po,+ L, (2.17)

2N
N=Lo
T T 2%

Oy? 2k
where the right-hand side is calculated at p = ro, N = /TN = y"*N; Vy(rg,,¢) is the
azimuthal component of the initial velocity vector in cylindrical coordinates (Vo = cos ¢@Ups —
sin pUp1).

As for the boundary condition (2.2) it can be written like this

1 7'(2)]4: 3 9 o | - o _ 7,(2) _
| —p?) = 5 |N = —— (Nyyp + =% Ne¢ | =0 2.18
Al 2y1/4 { Po <4’Y3/2 : > r%kz} 2rokyt/4 < oot v3/2 ¢ ( )

at p=rp, 0 < p <2m, 0< (< hg.
The initial data at v =1 are

d=0, £€QUT,

o
éh(¢p+ D, + — ®W+¢@> —%%—%Q%,SGQ, (2.19)
N=0, ¢£€€T, N,=U(ro, (),

where Uy(p, o, () = cos U1 + sin pUps is radial component of the velocity vector at the initial
moment of time.

The conditions for the impermeability of solid walls ( = 0 and { = hg are reduced to the fact
that the component Z of the perturbation vector X = (X,Y,Z) (2.11) is equal to zero. Using
the equality (2.11), we get

(I)C + U03 = 07 C = 0; ho, t Z 0. (220)

3. Solution of Small Perturbation Equations

We are looking for a solution to the problem (2.15)-(2.20) in the form of a Fourier series
nm(
@(p,,¢,7) Z Z A (7 m( O) eXP(Zm<P)COS( e ) + B(7). (3.1)
n=1m=1

From formula (2.19), we get
Anm(l) = 07 B(l) =0. (32)

In expression (3.1) I, (x) is the Bessel function of the 2nd kind.
Substitution of the solution form (3.1) into the formula (2.15) leads to the equations for the
amplitudes A, (7):

o2 M2ae2 _
Kl ) W)Anm} = 57z Avm = F0)Uonm, 3.3)
Y

where
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and Uppm, are the coefficients of the Fourier series of the function Ups(p, ¢, ():
Uos(p, ¢, C) = nz%mz:oUOnm m( ) exp(ime) sin (“}ZTOC) (3.5)

Remark 2. The expressions (3.1) and (3.5) satisfy conditions for the flow around the walls
(2.20) at ¢ = 0, ¢ = ho.

If Ny (7) are the coefficients of the Fourier series of the form (3.1) of the function N (¢, ¢, ),
then from (3.1) and (2.18) we get

B, +a(y )+ Z Z { (7)) Nowam (7)+

o +MMMMm%mwm%ﬁﬁ=m (36)

where D(v) is the free term in expansion N (¢, (,~),

( 1 k 3 2\ o
a(y) = 23174 | o \ a3z ~H T2k

3.7
b = L 2 + iz ( )
nm = QTOk’YlM m ’y3/2 ’
Hence,
S In(1)  dApn(v)
B, =—a(y)D(v), Npm(y)=-— . 3.8
L ) ) R 39
The function D(v) is found from formula (2.17) as a solution of the equation
d2D 2
D= V 3.9
d'yQ 2k (3.9)
Let’s turn to the equation (3.3), in which we will make the replacement
2
with n and m are fixed. Then the function H is a solution of the equation
d*’H p?ee? -
i a2 H = f(v)Uonm.- (3.11)

The fundamental system Hj(7), H2(7) of the homogeneous equation (3.11) at v > 1 has the
form [14]
Hy = 7378 exp(Apaey /) (1 + &12(7)), lm & o(y) =0. (3.12)

Y00

These asymptotics can be differentiated twice (see [14, p. 58])

)
: 1
HY) ~ (i 3/4> 7*/® exp(+4peey'/?) (3.13)

at v — oo.
From formula (3.4) function f(v) and relations (3.12), (3.13) we obtain the asymptotic rep-
resentation of the solution of the equation for large v (3.11):

2
.
H ~ 7*/8[Cy exp(dpeey'/*) + Co exp(—dpay'/*)] + el (3:14)
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According to the replacement (3.10) we have A, ~ H at v — oo. Then from expressions (3.8),
(3.13) and (3.14) we will find

Npm () ~ 798 exp(4paey'/?), v — co. (3.15)

Moreover, the asymptotics does not depend on the surface tension coefficient at p # 0. Since
Npm () = Y4 Ny, then for the amplitudes of perturbations of the free boundary we obtain
from the formula (3.15)

—11/8

Npm ~ 7y exp(4paeyt’?), v — oco. (3.16)

The function D() is found from the equation (3.9):

v
D = C5cos py + Cysin py + ﬁ , (3.17)

then from formula (3.8)

k . Voo
B<7) = _/ a(T) Cscosut + Cysinur + — | dr.
1 2ku

Thus, there is an instability.

Conclusion

The problem on the behavior of small perturbations of an expanding and rotating jet of an
ideal fluid is reduced to a problem for equations of the Poincare—Sobolev type with variable coef-
ficients depending on time. Due to the specifics of complex boundary conditions and the equation
itself, the solution was found by the method of variables separation. For the obtained amplitude
equations, the asymptotic of the solutions is found for + — oco. Since v ~ (kt)?, then from
(3.16) we get Ny, ~ (kt)™'Y/*expldpee(kt)/?] at t — co. Notice, that uae = (nwerro)/(kho).
Therefore, the growth of perturbations of the free boundary does not depend on the influence
of capillarity (parameter o), as well as on the parameter m. For "pure" stretching of the jet
(wo = 0), the results differ significantly. Namely, [13], at ¢ = 0 Ny,o ~ (kt)~Y2, Ny, ~ (kt)'/2,
m > 1, and at ¢ # 0 Nyo ~ (kt)~%/Sexp[2mnhory 'vVWe(kt)'/4], Npp ~ (k)78 (m > 1),
where We = o/(prik?) is the Weber number. Thus, here the surface tension has very strong
effects on the perturbations behavior, especially for axisymmetric perturbations with m = 0.

This research was supported by the Krasnoyarsk Mathematical Center and financed by the
Ministry of Science and Higher Education of the Russian Federation in the framework of the
establishment and development of regional Centers for Mathematics Research and Education
(Agreement no. 075-02-2020-1631).
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Acumnrornyeckoe ImoBeJeHme MaJibIxX BOBMYIJ.[GHI/Iﬁ
HEeCTallMOHAPHOI'O ABU2KECHUA CTPYH PI,Z[G&.TII)HOfI 2KNJIKOCTI

Bukrop K. Anapees

NucruryT Boraucauresbaoro mogenuposanus CO PAH
Kpacnosipck, Poccuiickas ®eneparus

Cubupckuii deepasbHbIl YHUBEPCUTET

Kpacnosipck, Poccuiickas ®eneparus

Annporanusi. 3azata 00 yCTONYIMBOCTH HECTAIMOHAPHOTO [BIXKEHUS BPAIIAIOIENCs KPYTJIOH CTPYH
HUIeasbHON YKUJIKOCTU CBEJIEHA K PEIIeHNI0 HAYAJIbHO-KPAaeBoil 3a7a4un 1yt ypapHeHus tuna [lyankape—
CoboJieBa ¢ 9BOJIIOIMOHHBIM yCJIOBUEM Ha, CBOOOJHOI HaYaIbHOM rpaHuiie cTpyu. Perienne nmocraBieHHOM
3a/1a91 IIOCTPOEHO METOJOM Da3eIeHus IepeMeHHbIX. HalileHo acCuMITOTHYIeCKOe [TOBeIeHre AMILIUTY/
BO3MYIIIEHUS] CBOOOIHON IPAHUIILI CTPYH Iipu t — 00. IIpousBeieHo cpaBHEHME Oy YEHHBIX PE3YILTATOB
C M3BECTHBIMU Pe3yJibTaTaMy 00 yCTONYIUBOCTH ITOTEHIIMAIBLHOIO JIBUXKEHUSI CTPYH.

KuroueBrbie cioBa: HecTalmoOHAPHOE ABUKEHUE, CBOOOIHAS TPAHUIIA, MAJIbIe BO3MYIIECHUS, YPABHEHNUST
tuna [Tyankape—Co6osieBa, HEyCTORINBOCTD.
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Abstract. A mathematical model of non-stationary rotation modes of the rotor of a centrifugal pump is
constructed. It is based on preliminary calculation in ANSYS Fluent package with subsequent analytical
calculation taking into account the specified parameters.
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Introduction

Low-flow centrifugal pumps are widely used in technology. They are especially often used in
various cooling systems. The design and calculation of centrifugal pumps are fairly well studied
and described in the literature [1-9]. When calculating such a pump and the hydrostatic bearing
included in it (Fig. 1), simplified formulas are often used, containing rather vague empirical
coefficients of nozzle flow and oil flow through the bearing ends. In principle, self-consistent
determination of these coeflicients is possible with a full simulation of hydrostatic bearings in the
ANSYS Fluent package. However, in this case, a complete calculation would require a powerful
computational resources. In this case, the best option seems to be the limited use of a computing
package such as ANSYS Fluent in conjunction with an analytical model, which allows one to
simulate the device operation with minimal computational costs. We call further this approach
as "hybrid modeling". This work is devoted to hybrid simulation of the nonstationary dynamics
of the centrifugal pump rotor during its rotational acceleration from the initial steady position
to a final stationary rotational regime.

A schematic diagram of a centrifugal pump is shown in Fig. 1 with the following designations:
1 — impeller; 2 — hydraulic bearing; 3 — a pair of thrust bearings; 4 — inlet pipe; 5 — outlet
branch pipe; 6 — auxiliary pump; 7 — the rotor of the electric motor; 8 — electric motor stator;
9 — motor housing; 10 — housing of one of the pumps of the electric pump unit; 11 — dashed
lines indicate the direction of movement of the working fluid; 12 — throttle space; 13 — throttle;
14 — pocket; 15 — a system of holes in the shaft, providing a return of the working fluid back to
the entrance to the impeller.

*vintextrim@yandex.ru
ferkaev@icm.krasn.ru  https://orcid.org/0000-0001-8993-6400
(© Siberian Federal University. All rights reserved
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Fig. 1. Schematic diagram of a centrifugal pump

1. Mathematical model

Forces and moments acting on the rotor of a low-flow centrifugal pump with two symmetrical
hydrostatic bearings are shown in Fig. 2, where mg is the weight of the rotor (in the figure this

Fig. 2. Forces and moments acting on the rotor.

force is divided by two, since it is distributed over two bearings), N is the normal reaction of
the support, R, is the static reaction of the hydraulic bearing, P, is the radial force, taking into
account the fluid pressure on the impeller blades (its direction depends on the design features
of the pump), M, is impeller moment, M,; is viscous friction moment, My is dry friction
moment, M, is engine torque, R, and Ry are the radii of the shaft and bearing housing, 6 is
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the displacement of the center of mass of the rotor relative to the axis, W is the reaction of the
liquid layer to the acceleration of the rotor axis.
The rotor dynamics equations are as follows:

d? 42
8 = 2Ry (y,0) = 2P(w) —mg + 2N (y) — Wy (y, ), "
dw

IE = Md(w) - 2M7'k(w) - 2Mst(y) - 2Mvt(y7w)7

where I is the moment of inertia of the rotor about its axis, w is the angular speed of the rotor,
t is the time since the pump was started, A = Ry — R; is the average clearance. The values R,
P., M., Mg, M,; are indicated with a factor of 2, since the pump has two bearings.

Oscillations of the rotor along the y axis are caused by two force reactions of the liquid layer,
designated R. and W. The expression of the force R., depending on the displacement of the
rotor, is given in [10], in which the load was assumed to be applied strictly along the vertical
axis y. The expression for the force W caused by the hydrodynamic reaction of the liquid layer
to the acceleration of the rotor is obtained in Appendix 1. In case of strictly vertical loading,
the component of the layer reaction can be written in the following form:

. . 2 2 . . 2 2
Rey—1-d- Py - (pte - wd2 /4) Py - (pe - md?/4) ]

(e - 7d2/4)* + 2uef (y)* (ne - wd2/4)° + 2puef(—y))*

where [ is the bearing width, d is the rotor diameter, p. is the nozzle flow rate, p; is the flow
rate through the bearing ends, d. nozzle diameter, P, is the pump outlet pressure, f(x) is the

2)

function given in [10] and characterizing the area of the gap sector

fly)y=1-A- /Oﬂ/4 {sin2(¢) + (% + COS(¢))2:| v do.

The pressure at the pump outlet is found from the following equation [11]:
P, = PUJQR%%

where 7 is the pump efficiency, p is the density of the working fluid.

When using formula (2), it is especially difficult to determine the coefficients u. and p;. In
typical calculations, these coefficients are selected on the basis of tables obtained empirically for
a certain range of diameters, as a result of which the calculation error increases. In addition,
this formula assumes the average pressure, which creates a force directed strictly along the
coordinate axes, which is an additional source of error. In reality, one must take into account
the distribution of the pressure along the surface, at each point of which the elementary force
vector is directed along the normal. Therefore, when finding the resulting force, it is necessary
to integrate this vector along the surface. To eliminate these errors, a series of calculations was
made for a hydrostatic bearing with different rotor eccentricities in the ANSYS Fluent package
in order to determine the flow rates through the nozzle and the bearing ends, as well as the
pressure correction function. Taking into account these coefficients, the modified formula (2)
takes the following form:

Pu - (nely) - md?/4)° )
(ne(y) - wd2/4)* + 2 () f (v))?
Py - (ne(—y) - md2/4)°

_ o
- r2 7+ s

Reyy=1-d-
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Here x is a correction factor that takes into account the pressure distribution. Next, we pay a
particular attention on a way to obtain these coeflicients, depending on the rotor displacement,
using the ANSYS Fluent package. To do this, in the software package, we simulate the bearing
lubricant layer for a specific eccentricity. At the same time, inlets of the lubricating layer through
the nozzles are created in the model. A model of a lubricating layer of finite thickness is shown
in Fig. 3. Here, the inlets of the lubricating layer are labeled A, B, C, D.

Fig. 3. Finite element model of the lubricating layer

To obtain a uniformly ordered mesh, it is important to split the lubricant layer model into
five elements, i.e. a layer around the shaft and four lubricant inlets through the nozzles. We
divide the layer around the shaft into 100 elements along the corner, 10 elements along the layer
thickness and 10 elements along the length. In addition, we divide the grease inlet through the
nozzle into 20 elements in angle, 5 elements in thickness and 5 elements in length. After building
the model, we set the load and boundary conditions. Here, the pump pressure P, is set at the
nozzle inlet ends, atmospheric pressure is set at one bearing end, and at the other end zero liquid
flow rate is assumed. Since the shaft rotates in a stationary housing, we fix the outer boundary
between the housing and the lubricating layer. In this case, the rotation speed is set at the
inner interface between the shaft and the lubricating layer. The resulting pressure distribution
is shown in Fig. 4. According to Fig. 4, the liquid entering through the nozzles is distributed
along the rotation of the shaft. In this case, the maximum pressure peak is observed at the liquid
outlet from the lower nozzle. We also observe increased pressure along the end with the cuff,
since there is nowhere for the liquid to exit.

Based on the pressure difference from below (in the vicinity of the point of minimum thickness
of the lubricating layer) and from above (in the vicinity of the point of maximum layer thickness),
we determine the lifting force R.. Knowing the oil flow rate through the ends, we determine the
functions p.(y) and p;(y) based on the balance of the fluid flow in the pump [12]:

- d? 2(P, — P 2P
He 40'\/ ( ):QZQM'JC\/*,
p p

where @ is the flow rate through the nozzle/ends. The found functions are shown in Fig. 5.

The found functions are used in the formula (3) to determine the lift of the rotor. Fig. 6
shows plots of the R. functions corresponding to the analytical (2), hybrid (3) and numerical
(based on the ANSYS package) models for comparison.
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Fig. 4. Pressure distribution in the lubricating layer
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Fig. 5. Functions p. and i, x, depending on the shaft displacement. Curves 1 and 2 correspond
to the flow rate coefficients p. and p; through the nozzles and bearing ends, respectively; curve
3 shows correction factor for pressure x
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Fig. 6. Lifting force in the bearing. Curves 1, 2 correspond to the formulas (2) and (3), curve 3
is obtained from the ANSYS Fluent calculations.

Fig. 6 shows that at low eccentricities all curves are fairly close to each other. However, at
eccentricities greater than 0.3, the curves obtained on the basis of the formula (3) and direct
ANSYS calculation go up significantly parallel to each other. These curves have a particularly
steep increase for the eccentricities larger than 0.6, which is associated with the transition from
hydrostatic to hydrodynamic operating regime of the bearing. In this case, the curve corre-
sponding to the formula (2) has a weak growth and remains almost parallel to the abscissa
axis.

Next, we consider the additional force W caused by a dynamic reaction of the liquid layer

- 217 —



Viktor A.Ivanov, Nikolay V. Erkaev Numerical and Analytical Modeling of Centrifugal Pump

on the rotor acceleration. This force is linearly dependent on the acceleration vector:
d*z d%y
W=Ka, a=|(— , —|. 4
<dt2 dt? (4)
Components of the matrix coefficient K are derived in Appendix 1.
The expression for the radial force P, acting on the impeller is given in [13]:

P.=0.1-p-D3 by n-w?

where D5 is the diameter of the impeller outlet, by is the width of the impeller at the outlet.
The normal support reaction is:

mg
P+ R, y=-A
Nod T 4
0, y > —A.

The dry friction moment is determined by the following expression:

(2P7‘ + mg — Rc)dftr _A
Mst = 4 ’
Oa Yy > _Aa

where fy,. is the dry friction coefficient.
The moment of viscous friction is determined from the following expression [10]:

d¢
sin?(¢) + (% + cos((f)))2

1 T
My = 0.251d> pw—
0

The torque generated by the engine is given by formula [14]:
Md =J - le,

where J and J; are dynamic and static coefficients of the torque-mechanical characteristics of
the electric motor.
The moment on the impeller is determined by the expression:

wrpRy

M,y = + pQng’

S

where s is the axial clearance between the impeller and the casing, p is the dynamic viscosity of
the oil, @, is the flow (fluid leakage from the impeller), determined by formula [15]:

Qp = ppmDiswRav/27,

where 1, is the flow coefficient in the front axial clearance between the impeller and the pump
casing [15], D; is the impeller diameter at the inlet.

2. Calculation results
For brevity, we use the following notation:

F,=2R., —2P. —mg+2N.
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Substituting all the determined force expressions into the equation (1) and taking into account
the equation (3) and zero initial conditions, we write the system of equations in the Cauchy
normal form:

avy, Fy(m— K1) + Fe Ko
dt  (m— K1) (m— Ka) — K12Ko’

dy
>y
a7

dw _ Mg —2Myy — 2Ms — 2My 5)

dt I ’
w(0) = 0.

Here y(0) = —A, since the origin of coordinates is chosen in the center of the body, and the rotor

at the initial moment is in the lowest position being in contact with the body. For comparison, we
carry out two variants of calculation with different expressions of the lifting force R, determined
by the formulas (2) and (3). Solving the system of differential equations (5) by the fourth order
Runge-Kutta method, we obtain the angular velocity, the displacement and speeds of the rotation
axis along the coordinate axes as functions of time (Figs. 7-9). The calculations were performed
for the following input parameter: p = 1000 kg/m?3, Dy = 0.06 m, D; = 0.02 m, by = 0.003 m,
n =05 Ry =003m,[=002m, d=00lm pg=001Pa-s, A=10*m, f, =0.1 m,
J=09H -m, J; =00015H -m-s,m=02kg, I =10"°H - m - s?, d. = 0.001 m, p, = 0.2,
flow rates through nozzles and ends for analytical calculation using the formula (2): . = 0.3,
e = 0.2 [15].
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0 0.1 02 03 04 05 06 07 08 09 1
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Fig. 7. The angular velocity in dependence on time

From Fig. 7 it can be seen that the rotor rotation reaches the operating angular speed rather
quickly, in less than one second. At the same time, the angular velocity behaviours obtained on
the basis of the expressions (2) and (3) are almost identical.
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a)

b)

t[s]

Fig. 8. The speed of the rotor displacement along the y axis: (a) and (b) correspond to formulas
(2) and (3), respectively

Fig. 8 shows significant fluctuations in the displacement velocity of the rotor along the y
axis. In this case, the calculation using the equation (2) shows a smaller initial amplitude of
oscillations (Fig. 8a), as well as a longer and smoother damping when passing to a stationary
value, compared to the calculation when using modified formulas (3) and (Fig. 8b).
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Fig. 9. Rotor displacement along the y axis: (a) and (b) correspond to (2) and (3), respectively

The results obtained on the basis of the equations (2) show gradual damping of the vertical
oscillations (Fig. 9a). At the same time, the calculation using the modified equation (3) gives a
faster decay of the oscillation amplitude along the y axis, as shown in Fig. 9b. Over time, the
rotor asymptotically reaches the equilibrium rotation mode without oscillations.
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Conclusion.

A mathematical model of the dynamics of a rotor in a low-flow centrifugal pump is built,
taking into account the dynamic reaction of the liquid layer. Comparative characteristics of
the "basic" calculation based on a purely analytical model and a "hybrid" calculation using
the ANSYS Fluent package are given. Simulation of rotor dynamics with refined coefficients
obtained on the basis of a single calculation in the ANSYS Fluent package shows a gradual,
smooth transition from oscillations to a stationary operating mode. In this case, the calculation
according to the approximate basic formulas shows a slow extinction of a non-stationary mode
of operation, with an exit to constant small fluctuations. The resulting model can be used for
preliminary calculation of pump operation modes, for optimal selection of design parameters in
order to improve the dynamic properties of the rotor. At the same time, the proposed calculation
method provides a sufficiently high accuracy of the results obtained without large computational
costs.

Appendix 1. Dynamic layer response

Since the centrifugal pumps of spacecraft use low-viscosity fluids, we apply the Euler equation
for the motion of an ideal fluid:

e

Considering the effects associated with acceleration, we assume the velocity is small and neglect
the convective term pV'VV. In this case, the equation (6) takes the following form:

ov

pa +VP=0. (7)

The equation (7) is supplemented with the continuity equation:
V-V =0.

From the Euler and continuity equations, we obtain the equation for the pressure in cylindrical
coordinates:

Lo (ory 1op or .
ror \' or r2 0¢2 0y
On the surface of the rotor at »r = R; we have the boundary condition:

v, op

On a fixed surface with r = Ry, the following condition is set:

OP
ar v

If the rotor has acceleration a in an arbitrary direction, then its radial component has the form:

vy
ot

= a, sin(¢) — ay, cos(9). (10)
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Substituting the equation (10) into the equation (9), we find the pressure gradient along the
normal on the rotor surface:

oP

5 =P (ay cos(¢) — ag sin(¢)) .

Integrating equation (8) along r and using the boundary conditions on the surfaces, we obtain
the averaged equation:

1 0°Ph  0%Ph .
g gy = (ayeos(9) — a,sino)) ()

where P is the mean pressure,
h=A — zsin(¢) + y cos(¢).
For long bearings, we neglect the second term in equation (11):

9*Ph
0¢?

— pR? (ay cos(6) — az sin(9)) (12)

By integrating equation (12) twice, we find the additional pressure associated with the accelera-
tion of the rotor:

PR (a, cos(9) — a sin(9))
_ - )
Next, integrating equation (13), we determine the components of the additional force acting on
the rotor due to its acceleration:

P:

(13)

2
W, = / PRsin(¢)dp = Kya, + Kizay,
0

27
W, = /0 PRcos(¢)dp = Kaja, + Kaaay,

where
K11:_pl£i3 /2ﬂ1_fcos‘in2¢ u d¢,
0 X cos(¢) + X cos ¢
IRS " ’
R
3 2w i
e s [ )
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YucieHHO-aHAJINTUIECKOEe MOAEJINPOBAHNE PAOOTHI
IIEHTPOOE>KHOI0 Hacoca
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Kpacnosipck, Poccuiickaa Pemepariust
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Amnnoranusi. [locrpoena maremaTnaeckasi MOJETb HECTAITMOHAPHBIX PEKUMOB BPAIIEHUsT POTOPA II€H-
TPOHEKHOIO HACOCA Ha OCHOBE IpeisapuresbHoro paciera B ANSYS Fluent u nocseyromero anannru-
YeCKOr0 pacyeTa € UCIOJIb30BAHUEM YTOYHEHHBIX MapaMeTpPOB.

KuroueBblie cjI0Ba: MATEMATHIECCKOE MOJETMPOBAHNE, THAPOCTATUIECKUN TOITHUITHUK, TIEHTPOOEKHBII
Hacoc.
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Abstract. In this paper optical properties of microcrystalline HfOs powder are investigated. X-ray
diffraction and Raman spectroscopy were used to determine that the studied samples are in monoclinic
phase. Based on the analysis of the diffuse reflectance spectra and applying Kubelka-Munk formalism
we evaluated the indirect bandgap value E; = 5.34 £ 0.05 eV. The calculated value is in agreement
with independent data for HfO2 thin films synthesized by various methods. The paper is based on the
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Introduction

Hafnium dioxide meets great interest of modern condensed matter physics as a wide-gap
high-k material with superior thermal and chemical stability. Along with the other IVB metal
oxides (ZrOs, TiO2) HfO, is considered to be a promising solid-state medium for creation of the
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non-volatile memory cells because of its physical properties and favorable valence and conduc-
tion band alignments [1-5]. Due to wide energy gap and high refractive index hafnia is used as
optical coatings [6]. As downscaling of field effect transistors has become difficult, HfO5 could
also be a candidate to replace SiOy as gate dielectric [7]. However, a deep understanding of the
fundamental features in electronic structure and of the regularities in the functional character-
istics formation is required to solve problems and to further develop the application principles
of hafnium dioxide in opto- and nanoelectronic devices [2]. This work is devoted to the study
of the structural and optical properties of nominally pure HfO, powder based on the sample
characterization methods and analysis of diffuse reflectance spectra.

1. Experimental

In this paper the commercial hafnia powder of the HFO-1 grade (TU 48-4-201-72) was inves-
tigated. The purity of HfOs powder is 99.9 %, and the concentration of ZrO, does not exceed
0.1%.

HfO5 powder was characterized by AurigaCrossBeam (Carl Zeiss) scanning electron-ion mi-
croscope (SEM) with an accelerating voltage of 1 kV, coupled with an EDS device X-max 80
(Oxford Instruments) for analysis of chemical composition. The structural properties were stud-
ied by X-ray diffraction (XRD) measurements by X'Pert PRO MPD PANalytical diffractometer
with CuKea radiation operating at 40 kV and 30 mA in the 26 range from 10° to 90°, step
size 0.05°.

Raman spectra were measured using Renishaw U1000 spectrometer under excitation by
Cobolt Samba solid-state laser with a wavelength of 532 nm (5 mW power) and were recorded
in the extended mode within the range of 50-850 cm ™! with spectral resolution of 1 cm™!. The
measurement, of the diffuse reflectance spectra was performed using double beam SHIMADZU
UV-2450 spectrophotometer and integrating sphere attachment ISR-2200 in range of 220-850 nm
at room temperature and with barium sulfate used as the white reference plate.

2. Results

Fig.1 shows SEM-image of the investigated powder. According to the obtained images, the
size of the particles is in range 1-40 pym. Analysis of the chemical composition revealed the
presence of 83.8 + 0.5 wt.% hafnium and 16.2 + 0.5 wt.% oxygen in the sample. The obtained
ratio is close to stoichiometric one. No impurities with noticeable concentration were found in
the investigated powder.

XRD pattern of the HfO, powder is shown in Fig. 2a. The peaks correspond to m-HfO5 —
monoclinic, baddeleyite structure, group P2;/c. This conclusion was confirmed by the analysis
of the Raman spectrum (Fig. 2b). 17 peaks with the most intensive mode near 500 cm™! is a
characteristic set for m-HfO5. In Fig. 2b the corresponding phonon modes are presented next to
the peaks. It is noteworthy that the maximum near 135 cm™! is the superposition of two active
modes [8].

In Fig. 2c the diffuse reflectance spectrum is shown. A sharp decrease is observed for A <
250 nm. Also, for A = 240 nm local maximum is present and the reflectance R > 95% in range
of A > 400 nm.

3. Discussion

The measured diffuse reflectance spectrum was transformed into spectral dependence for
optical absorption coefficient a using Kubelka-Munk function F(R) (1) [5,9]:

(1-R)?

o~ F(R) = —r. (1)
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Fig. 1. SEM micrograph of HfOs powder under study
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Fig. 2. Characterization of the investigated HfOy powder: a) XRD pattern, b) Raman-shift data,
¢) Diffuse reflectance spectrum

The obtained data is presented in Fig. 3. For the energy of incident photons hv > 5.25 eV the
sharp increase due to optical transitions near intrinsic absorption edge is noted. A small broad
band is observed in the energy range of 4.6-5.1¢eV and an extended shoulder is present up to 3eV.
Considering the data on the absence of impurities in the studied powder we can conclude that
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the indicated spectral features have intrinsic origin in m-HfOs [10]. It is known that intrinsic
absorption edge in m-HfOs is caused by indirect band-to-band transitions [7] and in this case
should be applied (2) [11]:

ahv = A(hv — E,)?, (2)
where A is constant, eV~ -em™1L.
3
o Experiment 2
1~ = - Linear approximation A
E)
)
24 =
~ &
= =
= &
_— 1 &
&
S
I -
04—
T T v T v T v T v

3 4
Photon energy (eV)

Fig. 3. Kubelka-Munk function, calculated for the diffuse reflectance spectrum. The inset shows
optical bandgap evaluation

Bandgap value was evaluated using Tauc plot in coordinates (F(R) - hv)z . Linear part of
the dependence was extrapolated in order to calculate the energy gap value E, = 5.34 &+ 0.05 eV.
It should be noted that this estimation was made up to emitted phonon energy hw. Area of the
intrinsic absorption edge hv +hw > F, which corresponds to indirect transitions with absorption
of vibrational modes is distorted by defect-induced processes in the band area of 4.9 eV. Never-
theless, the obtained E, value is in agreement with other independent data. In particular, for
HfO, thin films of produced by ion beam sputtering deposition method E, = 5.4 £ 0.05 eV [6].
For the films synthesized using atomic-layer deposition technique energy gap value is 5.55 eV [7].

Conclusion

In this paper structural and optical properties of pure HfOs powder were studied. XRD and
Raman spectroscopy methods were used to identify that the sample is stabilized in monoclinic
phase. SEM was used to determine that the size of the particles is in range 1-40 pm, impurities
are absent. Based on the analysis of the diffuse reflectance spectra in the region of the intrinsic
absorption edge at A <250 nm, using the Kubelka-Munk function and the Tauc plot for indirect
allowed transitions, the energy gap was evaluated as E; = 5.34 4= 0.05 eV. The results obtained
are consistent with independent data for thin HfO5 films.
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Abstract. A convex hull generated by a sample uniformly distributed on the plane is considered in the
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Introduction

This paper is devoted to the study of properties of convex hulls generated by independent
observations over a random vector that has a uniform distribution in a convex polygon. Convex
hulls are very complex objects from the analytic point of view. Therefore, studying the properties
of the simplest functionals of convex hulls, such as, the number of vertices or the area, is not
an easy task. This explains the fact that, prior to obtaining the central limit theorem for the
number of vertices of a convex hull by P. Groeneboom, the main achievement was considered
to be the study of asymptotic expressions for the mean values of similar functionals (see, for
example, [4,5,16]); the problems on asymptotic expressions for the variance remained unsolved
until the appearance of the studies by C.Buchta [1,2] and J. Pardon [14, 15].

It should be noted that P. Groeneboom, using the well-known property of homogeneous bino-
mial point processes, which is that near the boundary of the support, it is almost indistinguishable
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from a homogeneous Poisson point process, and using such powerful techniques as strongly mix-
ing stationary processes and martingales, has proved the central limit theorems for the number
of vertices of a convex hull in the case when the support of the original uniform distribution is
either a convex polygon or a unit disk. The modified P. Groeneboom technique was applied in
[3] to prove limit theorems for the area and perimeter of a convex hull in a polygon, and in [9],
to prove a limit theorem for an area outside a convex hull in a disk.

Similar results were obtained later by J.Pardon [16,17] without imposing any regularity
conditions on the support boundary. In the present work, there is no need for using martingales,
strongly mixing stationary processes, etc.; the approach used is a modification of the methods
presented in [7,10-13]. The results obtained by Sh.K.Formanov, I. M. Khamdamov in [6], are
applied here; a joint limit distribution for the number of vertices and the area of the convex hull
generated by a Poisson point process in a cone was obtained by elementary analytical and direct
probabilistic methods.

1. Statement of problem and results

Let ¥, j = 1,2,...,n be the independent observations over a random vector having a uniform
distribution in a convex polygon A with r sides. A matrix X, is called a sample, the j-row of
which is formed by the components of the vector &;. Let us denote the convex hull generated by
vectors @;, j=1,2,...,n by C, = Cp(X,).

We are interested in the joint limit distribution of the following functionals of C,,: the total
number of vertices v,, and the area S,,. It is clear that C,, and, consequently, the indicated
functionals, are uniquely determined by the set of vertices W,,. If the principle of vertex labeling
is chosen, then it can be represented as a v,, X 2 matrix. It is easy to show that this matrix has
the property of sufficiency with respect to the boundary of the set A — the support of original
distribution. The latter circumstance is of interest from the point of view of statistics of uniform
distributions.

Before formulating the main results, we introduce some notation. Let S be the area of the
polygon A. Then we assume that

and let

, _2rlogn S . _ [ 27 Wo—n 27 /5nb,
o3 2 n 7"V 1orlogn® " 28rS2logn  \/14S

We denote by w a vector having a two-dimensional normal distribution with a zero vector of
mean values, unit variances and a correlation coefficient /5/14.
Let us state the main theorem.

Theorem 1. Under our assumptions, a random vector with components b, (v, — a,) and
b (D, — a.,) converges in distribution to w.

Let us make the necessary explanations of the notation. The symbols :d>, ﬂ), — a.s. denote
convergence in distribution, in probability, and almost sure, respectively. f(g) < g(¢) means
that there are positive constants ¢, ¢z, g such that ¢; f(g) < g(e) < caf(e) for any 0 < € < &o.
Generally 0, (1) is used for a sequence of random variables converging in probability to zero. The
notation &, = O,(1) means that sup,,>; P (|{,| > t) — 0 as t — oo. Everywhere ¢, ¢, ca,...
are the positive constants whose values might be changed from line to line and ¢(3), ¢1(8), c2(5)
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are the positive constants, depending on the specified arguments. Further, gdésg means that the
random variables £ and ¢ have a common law of probability distribution.

2. The Poisson approximation

In this section, we present the key idea of [7] about the Poisson approximation of a homo-
geneous binomial point process (h.b.p.p) B, (A) generated by n independent observations of a
random variable having a uniform distribution with support A in a slightly different way. Here
we consider the more general case, assuming that A is an arbitrary bounded convex set in R2.

Let T4 be the boundary of the set A. For each z € T'4, consider an open sphere S(z,¢) of
radius € centered in z. It is easy to see that the set Ac = A —J,p, S(z,¢) is a strip along the
border I'4. Let us denote B, = A — A, and assume that A\(A) = 1, where A(-) is the Lebesgue
measure.

Let W,,, as before, be the set of vertices of the convex hull C,, generated by B,,(A). The next
lemma is a simple modification of Lemma 2.1 and its Corollary 2.1 given in [7].

Lemma 1. There is a sequence of positive numbers €, converging to zero such that the probability
that at least one of the vertices C,, laying in B, converges to zero in € > €y,.

Proof. Tt is easy to see that the event E = {W,, (| B: # @} coincides with the event "there is a
pair of neighboring vertices w; and wq such that wy; € B. ". Let the straight line (p,z —wq) =0
pass through the point ws. Since w; € Be, then this line divides A into two parts, the measure
of each is no less than some value of c(¢) > 0 such that lim._,g ¢(¢) = 0. Therefore at n > 2
n(n—1) n—2 . . .
P(E) = — // P"~%{n — 2 the sample points X,, lie on one side

w1 €Be,wa €A

of the straight line (p, z — wy) = 0} dwidws < n? (1 — c(e))".

It remains to assume that

€, = inf {E te(e) = 310gn}.

n

(1)

The lemma is proved. O

Note that the rate of decrease ¢(¢) at € — 0 depends on the smoothness I"4. In particular, if
A is a sphere, then ¢(¢) < £2; if A is a polygon, then ¢(¢) < €2 and etc.

Since we are not interested in the estimates of the rate of convergence in the theorems given
below, we will not worry about optimizing the choice of the strip containing W,.

Let now IL,(-) be a homogeneous Poisson point process (h.p.p.p.), the intensity of which is
equal to nA(:).

Counsider the narrowing II,,(A) of this process to the set A. We denote by C), the convex hull
generated by it, and the set of its vertices we denote by W} .

Lemma 2. The probability that at least one of the vertices C, laying in B, converges to zero,
as n — oo uniformly in € > e, where &, is determined by relation (1).

Proof. We assume that

E = {WT’lﬂBE #@}
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and let p,, () be the random counting measure corresponding to II,,(A4). By the formula of total
probability we have

o

P(E') =Y P(un(A) = k) P(E' /un(A) = k). (2)
k

=0
Since the conditional distribution II,(A) under the condition p,(A) = k coincides with
B, (A), according to Lemma 1 for k¥ > 3 we have

P(E Jpun(A) = k) <K (1 — ()" 2. (3)

Taking into account (2) and (3), we write

PEY< 30 k(1= e@) 7 Plun(4) = k) + P (Jun(A) =] > §

|[k—n|<%

) =X+ (4

Using the Chebyshev inequality, we have
Yo < 16071, (5)

Further on, for sufficiently small e > 0

2
Y < max k2(1—c(e) %< () (1- c(g))%f2 .
[k—n|<%
It is easy to see that
sup X1 = o(1). (6)
E2En
Combining (4)—(6), we arrive at the assertion of the lemma being proved. The lemma is
proved. O

Let C. be the convex hull constructed from the part of the sample X,, in A..

Lemma 1 implies that
sup P (C,, # C.) — 0 as n — oo. (7)

EZEn

Let B, (A:) be the narrowing of the h.b.p.p. B,(-) on A.. According to Lemma 2.2 in [7],
I1,,(A:) and B, (A:) can be defined on one probability space in such a way that

P (I, (Ac) # Bn(A:)) < 2M(4Ae). (®)

Let us denote the convex hull generated by II,,(A.) by C.. Then from Lemma 2 it follows
that

lim sup P (C), # C.) =0. 9)

n—00 .o

From (7)—(9) it follows that as n — oo

P(C), #CL)—0. (10)
Remark. Let f;, ¢ = 1,2,...,k be a certain finite number of functionals defined on the set of
convex polygons. If the joint distribution of random variables f; (C,), i = 1,2,...,k converges

to some distribution G, then it follows from (10) that f; (C), ¢ = 1,2,...,k also has this
property. Thus, the problem of the limit distribution of the functionals v,, and \S,,, introduced in
Section 1, is reduced to the study of v/, and S/, are the corresponding characteristics of convex
hulls generated by the h.p.p.p.
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3. Convex hulls generated by the h.p.p.p.

3.1. Some properties of the h.p.p.p. Let K be a cone formed by two rays l; =
=(z:2=te;, t>0),i=1,2, where e; and ey are the unit vectors. Without loss of general-
ity, we assume that e; and ey are the orthonormal vectors

e1 + eg

€y = D) . (11)

Let further II(-) be a h.p.p.p. with intensity A(-). We denote the narrowing on K by II(K).
Consider the convex hull C’ generated by K by II(K) and the set of its vertices Z.
Let us denote the vertex by zy € Z for which (eg,z — z9) > 0 for all z € Z.
It is obvious that zg is determined unambiguously almost sure.
The straight line
(e0,2—20) =0 (12)

is the supporting line for C’.
Consider a triangle formed by rays l;, ¢ = 1,2 and a supporting line (12). We denote the set
of interior points of this triangle by dg, and the area is denoted by &y. It is easy to see that

where z¢g = yo = ug + vo and z9 = (ug,vo). Assume that

Vo
Mo = —.
Lo
Then from (13) and (14) it is easy to obtain

up = (1 —10)v/2&0, vo = no/2&. (15)

Let us label the vertices C’, going around the boundary counterclockwise. Since zq is defined,
each of the vertices gets its own number j, —oco < j < co. Let us choose on the ray [; a sequence
of points x;, j > 1, lying on the intersection of /; and the lines passing through the vertices
zj—1 and z;, respectively. Likewise, on the ray I, points y;, j < —1, are obtained as a result of
intersections of Iy and the lines passing through z;, zj41, respectively.

Let §;, j # 0; the set of interior points of a triangle with vertices z;_1, (;-1,0), (x;,0), if
J =1, and vertices zj11, (0,y5+1), (0,95), if j < —1. We denote the vertices of the triangle by
(20,0), (0,y0), the set of interior points by dg. The third vertex of this triangle is the point (0, 0).
The figures are taken from [6] (see Fig. 1).

We assume that

Then it is easy to obtain

E- . vj,l(xj — xj,l)/27 if ] 2 1 (16)
’ wir1(y; — yi1)/2, if < -1
where z; = (u;,v;). If we assume that
U Uj—1
_ , 17
Pj V1 —v; (17)
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Fig. 1. Illustration of z; and J;

then
%2‘—1
&= 5 (pj = pj—1)- (18)

Now we define the boundary functionals

Op =inf{j:z; > T} and 07 =inf{—j:y; > T}, (19)
where T > 0.
We assume that 2100 T 10logt
og 2 og
ST:{§1+§2+"'+£0Ti.f br=1 5= f—1+€—2+...+£_9’Ti'f 9/T>1
O lf HTZO 0 lf HTZO

. (20)
We present the following theorem with corollaries obtained in [6], which play the key role in
this article (see Theorem 1, Corollaries 1, 2, 3 [6]).

Theorem 2 (Formanov and Khamdamov). Under our assumptions, as T — 0o, we have

(B(T)™" (07 — a(T),S7 — o(T)) £N(0,B) with B = ( 1 141/5 )

Here N(0, B) is a normally distributed random vector with a zero vector of mean values and
a covariance matrix B.

Corollary 1 (Formanov and Khamdamov). In our case E0r = «(T) + o(8(T)) and Varbr =
BAHT)(1+0(1)) as T — oo.

Corollary 2 (Formanov and Khamdamov). Let 0 < Ty < Ty such that e1Th < Ty < ¢oTy for
some c1 >0, co > 0. Then 01, — 0p, = 0,(B(T1)) as Th — oo.

Corollary 3 (Formanov and Khamdamov). Let 0 < T1 < Ts such that 1Ty < Ty < ¢y for
some ¢y >0, ¢a > 0. Then (St, — St,) /B(T1) converges in probability to zero as Ty — co.

- 235 —



Isakjan M. Khamdamov, Zoya S. Chay Joint Distribution of the Number of Vertices and the Area. ..

It is casy to see that at min {73, T} — oo the random vectors (61, Sr,) and (0%, , ST,) are
asymptotically independent. Moreover, the statements of Theorem 2 and its Corollaries 1-3 hold
for (04,,57,).

4. Proof of Theorem 1

The reasoning here is completely elementary. Generally, a verbal description of geometric
objects is somewhat lengthy.

In accordance with the conclusions obtained at the end of Section 2 from Lemmas 1 and 2,
it is sufficient to obtain the limit distribution for the number of vertices v/, and the area S, of
the convex hull C!, generated by the narrowing of the II,,(A) h.p.p.p. II,(-) on the set A. The
scheme of further reasoning is as follows. First, we divide the boundary C), into 2r conditionally
independent parts in such a way that each of the r angles of the polygon A corresponds to two
elements of this partition. Thus, each of the functionals of interest to us v/, and S/, is represented
as a sum of 2r random variables. Then, using the properties of the h.p.p.p. stated in Section 3,
the asymptotic independence and normality of these random variables are established.

Thus, the general principles for studying the problem are the same as in [7], although their
implementation is completely different.

4.1. Dividing the boundary into conditionally independent parts. We denote the
vertices of an 7-gon of the support A of the initial uniform distribution by a¥, i = 1,2,...,r.

B; = AﬂS (a(i)ﬁ) , (21)

where S (z,¢) is a disk of radius ¢ centered at z. Let us denote the narrowing II,,(-) to a cone
K; with the vertex a9 and generating rays l;; and lp by I,,;(+), i = 1,2, ...,r, passing through
a1 and a1 respectively. It is clear that a(=1) = a(", ("t = o),

Let eg; play the same role with respect to K; as played by the vector with respect to K; in
Section 3. Note that eg is determined by the equality (11). More precisely,

o — 2_1 a(i+1) — a(l) + a(i_l) — a(l)
= @0 0] a0 = e )

Let further, for some € > 0

We denote the convex hull as C,; generated by II,;(-). Let us agree to denote the set of
vertices C/, by Z,;. Recall that the set of vertices C/ in Section 2 is denoted by W/. We
select in Z,; and W), the elements zg; and wy;, that possess the property that the straight lines
(egi,w — z0;) = 0 and (eg;, w — wp;) = 0 are the supporting lines for C,; and C/, respectively.

Assume that

le{ﬂ:zm:wgi,izl,?,...,r} (22)

and
Yo={r: 20, €B;, i=12,...,r}, (23)

where 7 is the implementation of I, (-), and B; is determined by equality (21).
It is easy to understand that as n — oo

P(Y) =1, i=1,2 (24)
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As follows from (22)—(24), with probability close to 1, the boundary of each hull C,; has a
non-empty intersection with C/,. Note that the points wq;, ¢ = 1,2,...,r divide the boundary
C! into r parts. We split each of them into two more parts. Let w® be the vertex W/, ¢ C",
for which the straight line (p;,w —w®) = 0, where p; L (al*1) — a(?) is a supporting line to
C!. Tt is easy to see that w( is the closest vertex to the ray l;; from the vertices /. Note that
as the n vertex w® grows, it approaches this ray indefinitely, i.e., (pl-,w(i) — a(i)) — 0. Since
the conditional distribution on the section of the supporting line (pi, w — w(i)) = 0 lying in A,

under the condition (pi, w® — a(i)) =t is uniform, we have

. .. (4) 5 | =
ig%rllli%mfP w'" e QB] 1. (25)
J:
Hence it follows that
lim lim inf P | w; € _ﬂlBj =1, (26)
j:

where w; is the base of the perpendicular drawn from w; to [;;.
Consider

T3 = EiGHEj,i:LQ,...,T
j=1

As follows from (25) and (26), for any € > 0 one can find such N > 0 that, for all sufficiently
large n > N, the following inequality holds

P(T3)>1—8

In what follows, without specifying, we consider only those implementations of II,(-) that

are contained in ﬂ?=1 T;. For such implementations w®, i =1,2,...,r lie between wy; and
wo(i+1)- Thus, the boundary C), is divided into 2r parts. It is easy to see, that these parts are
conditionally independent for the given wo;, w®, i =1,2,...,r.
4.2. Choice of approximating functionals. Let us consider the section of the boundary C/,
between the vertices wo; and w®. The section between w™ and wo; is studied in a similar way.
Let us label the vertices CJ, going around the boundary counterclockwise, starting from wp;.
As a result, on the considered section of the boundary, we obtain w;, j = 0,1,2,..., x, where
wy = Wo1, Wy, = w®. We perform a similar operation with the vertices z € C!, , obtaining
zj, 7=0,1,2,..., where, in view of (22) and (24) 2o = w1 = wo.

In order to use the h.p.p.p. properties described in Section 3, we need to proceed from
II(-) to IL,(-). In such transition, the linear characteristics x;,y;, u;, v;, change to ac; = n_%mj,
!/

;o= x =L
Y; =nT2y;, up =n"2uj, v)

55- = n~'¢;. Dimensionless quantities 7;, 7;, p; remain unchanged in such transition. We denote

= n_%vj respectively, while the area {; of the triangle ¢; becomes

the images z; of such a transformation by zé
Let T = ey/n, T1 = hy/n where h is the length of the side A connecting the vertices a® and
a®. In accordance with (19), we assume that

0 =0r and x =0r,.

It is clear that

9:inf{j:x;>5} and X:inf{j:x >h}.

S
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!/

Note that x; and x; are constructed on the vertices z;_1, z; and z3 2%, respectively. Note

—1r~5
that w; = 2}, at least for 0 < j < x — 1.
Let further
p=+&+ -+ &,

and
/

g=& +&+ -+ &
Assume that
np — o

p = )
B2

1 _ /5logn _ [l4logn
a—glogn, Pr =/ 5 v P2=1/ T

From (20), (27), (28) and Theorem 2 it follows that

where

(6%, p) 2w,

where w is determined from Theorem 1. Now we assume that

«_ X« «_Ng—o
X =78 B
According to Corollaries 1-3, in view of (28) and (30), we have
Ao, MEmdr,
From (29)—(33) follows that
(X" q") Sw.

(27)

(28)

(33)

(34)

Similar characteristics ¢',p’ and x’,q constructed along the section of the boundary C),
between the vertices w(") and wp; = w, also have properties (31) and (34). Tt is important
that they are asymptotically independent of 8, x, p and ¢. And no less important is the fact
that 8, €', p and p’ are completely determined by the narrowing of IT, () to B;. It follows that

similar characteristics 0;, 6., p;, p. for the boundary sections corresponding to the angles with

the vertices a9, i =1,2,...,r are independent. By analogy with (29) and (32), we define

O —2ra and P*:nP—2ra

T B Bov/2r

*

where
I r

0=S"(0:+6), P=> (n+r).

i=1 i=1

Due to independence of (9¢ +6;,p; +p§) , 4,7 —1,2,... r, from (31) we obtain
(©,P)Lw.

Finally, by analogy with (35), we introduce

X*:Xﬁ%a Q*i(@era

pivar o Bv2r
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where (compare with (35))

T T

X=Y (a+xi), Q=) (s+q)-
i=1 i=1
Note that (x; + X}, ¢ +4}), ¢ = 1,2,...,r, generally speaking, are independent. However, in
view of (33) and (34), we can assert that

(X*, Q") Lw. (37)

It is the functionals X* and Q* that give us the required approximation for v}, and S),.

4.3. Estimation of the approximation accuracy. Let s be the area of the figure bounded
by the section of the boundary CJ, between the vertices wy = wo1 and w, = w®| the segment of
the ray l11 between the points Wy and z(e;; and the supporting line (eg1, w — wo1) = 0. Here,
the points wo,w,,,w: are defined in Sections 4.1 and 4.2,

Ca® — g
T Jla® = a0

and z(, corresponds to zp when going from II(-) to IL,(-).

Let us construct similar left characteristics ¢/ and s’ in the section of the boundary between
the vertices w™ and woy.

In what follows, we denote w;, p1},s; and s}, the analogs of u, ', s and s, corresponding to
the angle with the vertex a(?. Tt is easy to see that v/, is the total number of vertices C’, and

can be represented as
s

v =Y (i) (38)

i=1
And area A — C!, can be represented in the form

MA=CR) =D (si+ 1) + &, (39)
i=1
where &, is the area of the triangle cut by the supporting line (eg;, w — wp;) = 0.
Note that

where ¢, has an exponential distribution (see for example [6]). Similarly
néy; =& =0(1), i=1,2,...,7 (41)

As an approximation for p;, u;, s; and s, we use x;, x4, ¢; and ¢, introduced in Section 4.2.
In this case, it is enough to evaluate the proximity of (1, sl)dg(u, s)+0,(1) and (x1, ql)dés(x, q).
The remaining pairs of vectors are matched similarly.

To complete the proof of the theorem, it suffices to show the proximity of s and ¢, i.e.

n(s —q)

Vlogn

Ly 0at n — oo (42)

and proximity of u and x , i.e.
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We obtain the relation (42) from Corollary 3, and relation (43) from Corollary 2. The obtained
relations (42) and (43) with the relations (36), (37)—(41) allow us to assert that a random vector

v, — 2ro n(l—.S) —2ro

sver Bov/2r

account Remark given at the end of Section 3, we obtain the assertion of the theorem. The

with components converges in distribution to w. Taking into

theorem is proved.
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CoBMmecTHOE paciipeejieHrue 91CJjia BEPIINH U IIJIoIIa

BBIIIYKJIBIX 000JIOY€EK, TTOPOXK/I€HHBIX PABHOMEPHBIM
paclipeejieHueM B BBIILYKJIOM MHOI'OYI'OJIbHUKE

HNcakxxkan M. XamagamoB
Hammonanpubrit yauBepcurer Y36ekucrana nMm. Mupszo Yayrbeka
Tamkent, Y30ekucran

3o0ga C. Yaii

TamkenTcKUil yHUBEPCUTET MHMOPMAIIMOHHBIX TEXHOJIOTUI
Tamkent, Y30ekucran

Awnnoranusi. PaccmaTpuBaercst BbITyKJiast 000JI09UKa, TTOPOXKIEHHAsST BBIOOPKO, PABHOMEPHO PACIIPEIe-
JIEHHOH Ha IJIOCKOCTH IS CJTydasi, KOTJIa HOCUTEJb PACIIPE/IEIEHNsT TPEICTABIISAET COOOH BBITYKJIBIN MHO-
royroJbHUK. /loKa3bIBaeTCs EHTPAJIbHAA IIPeJeIbHas TeOpeMa JjIsi COBMECTHOI'O PACIIPEIEJIEHUS IUCTIa
BEPINWH U TJIOMAN BBIMYKJION OOOJIOYKHU C MCIOJb30BAHUEM ITyaCCOHOBCKOU AIMMPOKCIUMAINH OWHOMI-
AJIBHBIX TOYEYHBIX IPOIECCOB BOJIM3U IPAHUIIBI HOCUTES PACIIPEIeseHusl. 3eCh IIPUMEHSIIOTCS PE3YJlb-
TaThl [6] COBMECTHOIrO pacipefieieHusl JUCa BEPIINH U IUIOIAM BBILYKJIBIX 000JIOYEK, OPOK IEHHBIX
IIyaCCOHOBCKHUM paclpejesienneM. V3 pe3ysibTaToB, MOy IeHHBIX B HACTOSIIEH CTaThe, B YaCTHOCTH, CJie-
JLyIOT Pe3ynbTaThl [3, 7], Korja HOCUTE b IPEeJICTABIAET COOON BBIMYKJIIBI MHOIOYTOJIBHUK, & BBITYKJIAs
0060J109Ka ITOPOXKIAETCS OTHOPOIHBIM IIyaCCOHOBCKUM TOYEYHBIM IIPOIIECCOM.

KiroueBblie ciioBa: BBILYK/IAasd 000JOYKA, BBIITYKJIBI MHOTOYTOJIBHUK, IIyaCCOHOBCKUN TOYEUHBIN IIPO-
11ecc, GMHOMHUAJILHBIN TOYEUHBII IPOECC, EHTPAJIbHAS IIPeIeIbHAs TeOpeMa.
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Abstract. The article shows the ability to control magnetic properties due to modulation of phases in
the film with varying temperature of growth. So, at low growth temperatures, a film is formed with
an axis of easy magnetization in plane. An increase in temperature leads to a change in the phase
composition of the film. It is shown that the presence of even a small component of the magnetization
vector in the perpendicular direction leads to the appearance of a thermomagnetic effect of a large
magnitude with respect to thermal noise.

Keywords: Hadfield steel, films, thermomagnetic effect, magnetization, semiconductor properties, Hall
resistances, Nernst-Ettingshausen stresses.
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Environmental problems associated primarily with the inefficient use of fuel resources, the
question of the development of alternative sources of electric energy, in particular, autonomous
low-power energy sources. It is interesting to consider magnetic materials as transformers of
thermomagnetic energy [1]. The principle of operation of thermomagnetic converters is based on
the Nernst-Ettingshausen effect [2]. By analogy with the Hall effect [3], in which the transverse
voltage arises when an electric current passes through the antenna, the voltage between two
components: ordinary, different “hot” and “cold” carriers, and abnormal ones associated with
spin-dependent carrier scattering in magnetic centers in [4]. This may be due to the large
mobility of charge carriers due to intersections in electronic bands. To improve the thermoelectric
characteristics of a particular material (power factor), it is necessary to increase the electrical
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conductivity and reduce the thermal conductivity A = Ae + Ay, (Ae and A, mean electronic
and background inlays in A, respectively) [5], it has been theoretically and experimentally shown
that steel from Hadfield has metal and semiconductor properties. This combination allows us to
expect large values of thermoelectric figure of merit in such materials [6].

The mathematical expressions describing the effects of Hall and Nernst-Ettingshausen in
magnetic systems have the following form:

Ung = QuBAT + Qn M (B)AT,

(1)
Uy = RoBI + Ry M(B)I,

where Qg is the ordinary Nernst-Ettingshausen constant, @Qj; is the anomalous Nernst-
Ettingshausen constant, AT is the temperature gradient, M is the magnetization of the structure,
B is the induction of an external magnetic field, I is the induction of an external magnetic field,
I is the electric current passing through sample, R is the ordinary Hall constant, Rj, is the
anomalous Hall constant. The constants Ry and )y do not have magnetic properties and mobile
vehicles (mobility, concentration, resistance, scattering coefficient, etc.). Anomalous constant
oscillations in the magnetic system.

The magnitude of the ordinary Nernst-Ettingshausen component is small and amounts to
several tens of microvolts, while the anomalous component can reach gigantic values in compared
to the usual effect due to strong spin-dependent scattering. Thin-film thermomagnetic, in which
the magnetization is oriented perpendicular to a flat film, are of the greatest practical interest.
A similar situation can be realized in a system with strong magnetic anisotropy, for example,
in [7].

Hadfield steel is a composition having a mixture of magnetic and non-magnetic phases. As
objects of study, we used two-layer films formed on sapphire substrates as a result of pulsed laser
deposition in a vacuum of 10-6 Torr. Dimensions 1 x 1 ¢cm and a thickness of 2 mm. Structures
1 and 2 differ in substrate temperatures during spraying of 250 and 400°C, respectively. The
spraying time was 60 minutes, which corresponds to a thickness of 50 nm.

Perhaps this is due to the fact that the alloy is an antiferromagnetic invar, in which the
appearance of localized magnetization in the sample occurs under shock loading. The latter is
due to the fact that the structural features of FeggMn;3C are different types of magnetic ordering
in the same sample. In Fig. 1, you can see the image of the surface of a bulk FeggMn;3C sample
after shock loading obtained by scanning electron microscopy. Individual grains are visible. Dark
bands in some grains turn into dark bands of neighboring grains. X-ray diffraction studies take
place after the appearance of martensite deformation. This phase is localized in the shear strain
bands of austenitic grains [10].

According to the Zhurkov equation [12]:
ug—"y-o
r=1- @)

where 7 is durability at a given voltage (s); 7 is period of thermal fluctuations of vibrations (s);
ug is the activation energy of destruction (kJ/mol); v is the structurally sensitive coefficient
(em3/mol); o is the stress in the localized volume equal to v, (MPa); k is the gas constant
(kJ/mol. - deg. K); T is the temperature (degree K).

Fig. 2 shows an image of the structure of a thinned foil based on Hadfield steel. Comparing
Fig. 1 and Fig. 2, we can conclude that the structure of bulk samples of Hadfield steel is large-
scale, which indicates the alternation of the bands of ferrimagnetic deformation martensite and

non-magnetic austenite.
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TM-1000_1109 2010.02.18 D36 x1.0k 100um

Fig. 1. Image of the structure of Hadfield steel samples of the surface of a massive sample in a
scanning microscope

Fig. 2. Image of the structure of a thinned foil of a Hadfield steel sample in a transmission
electron microscope

Thus, it can be assumed that it is precisely the different state of the magnetic structure that
can determine the sign of the thermo-EMF in experiments. The thermo-EMF observed in the
experiment may be due to the longitudinal or transverse Nernst-Ettingshausen (NE) effects —
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these are the thermomagnetic effects observed when a semiconductor with a temperature gradient
is placed in an external magnetic field [11].

The research methods consisted in measuring the dependence of the Hall and planar Hall
resistances on the magnetic field, the Nernst-Ettingshausen voltage, the Seebeck effect, and
registration of the structure magnetization in the planar direction using magnetometry with a
variable gradient field.

To record the dependences of the Hall resistance and Nernst-Ettingshausen voltage on the
magnetic field, 6 ohmic contacts were formed on the surface of the structure. The sample was
mounted on a holder, the schematic diagram of which is shown in Fig. 3. The holder is equipped
with a resistor-heater and radiator, which provides heat removal from one of the faces of the
structure to form a temperature gradient.

5
4“‘—1
2 CDF
o O
3 4" B
o O

Y- N1

Fig. 3. Schematic representation of the installation of the sample on six contact holders for
recording thermal effects, as well as the Hall effect. Heat flow spreads along the structure.
1 — substrate holder, 2 — sample, 3 — resistor-heater, 4 — contact pads, 5 — radiator

The technique allows us to consistently conduct experiments to study the effects of Hall (RH)
and Nernst-Ettingshausen (Q):

(IunUep) — Q. (3)

Fig. 4 shows the experimentally obtained dependences of the Hall resistances of the magnetic
fields of the structures under study according to the method described above:

It can be seen from the obtained experimental curves that structure 1, formed at a tem-
perature of 250°C, has a linear dependence of the Hall resistance on the magnetic field, which
indicates that the magnetization vector lies in the plane of the structure, which does not allow
magnetizing the structure in this region of the magnetic field. An increase in the sputtering tem-
perature (structure 2) leads to the formation of a magnetic structure with a small perpendicular
component of the magnetization vector, which is expressed in the appearance of nonlinearity in
the dependence of the Hall resistance on the magnetic field (Fig. 4, black curve). The presence
of oriented magnetization in the plane for both films is confirmed by an analysis of the nature
of the magnetic field dependences of the magnetization vector, recorded by magnetometry with
a variable field gradient. The obtained experimental curves are shown in Fig. 5.

The obtained curves show that the dependence of magnetization on the magnetic field has the
form of a hysteresis loop, which indicates the presence of a ferromagnetic order in the structures
under study. It is important to note that the loop width of structure 2 is smaller than that
of structure 1, which further confirms the thesis that the second structure has a perpendicular
component of magnetization.
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Fig. 4. Dependences of the Hall resistances of the magnetic fields of the structures under study:
blue curve — structure 1, black curve — structure 2
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Fig. 5. Dependences of the magnetization of the studied structures on the magnetic field: blue
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curve — structure 1, black curve — structure 2

The absence of a perpendicular component of magnetization in structure 1 leads to the absence
of the Nernst-Ettingshausen effect, while in structure 2 the effect was more than 40 pV with a
temperature gradient of 10 degrees (Fig. 6).

It is important to note the presence of anisotropic magnetoresistance in the studied structures,
expressed in the characteristic form of the dependence of the magnetic field on the plane Hall
resistance (Fig. 7).

The paper shows the ability to control magnetic properties due to modulation of phases in
the film at various rising temperatures. Thus, at low growth temperatures, a film with a flat
axis of easy magnetization is formed. An increase in temperature leads to a change in the phase
composition of the film, which is probably the reason for the rotation of the easy magnetization
axis by an angle relative to the plane. This is manifested in the appearance of a hysteresis
loop in the magnetic field dependences of the magnetization, the Hall effect, and the Nernst-
Ettingshausen effect, and also leads to an increase in the thermomagnetic properties.
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Fig. 6. Magnetic field dependence of the Nernst-Ettingshausen voltage of structure 2
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Fig. 7. Dependences of the magnetic field on the flat Hall resistance of structures: a — 1, b — 2

References
[1] V.I.Bochegov, Tech. Phys. Lett., 41(2015), 595-598. DOI: 10.1134/5S1063785015060188
[2] V.E.Gasumyants, Phys. Sol. State, 61(2019), 1370-1378. DOI: 10.1134/51063783419080134
3] A.V.Kudrin, JMMM, 485(2019), 236-243. DOI: 10.1016/j.jmmm.2019.04.088
[4] A.D.Arsenyeva, Physics of the solid state, 33(1991), no. 5, 1443-1446 (in Russian).
[5] B.Hinterleitner, Nature, 576(2019), 85-90. DOI: 10.1038/s41586-019-1751-9
[6] L.I.Kveglis, Moscow International Symposium on Magnetism, 2008.

[7] A.V.Zdoroveyshchev, Phys. Sol. State, 61(2019), no. 9, 1577-1582.
DOI: 10.1134/51063783419090294

[8] L.I.Kveglis, Journal of Engineering & Technologies, 8(2015), no. 1, 48-56.

— 247 —



Timur V.Fadeev... Steel 110G13L. Thermomagnetic and Galvanomagnetic Effects in its Films

[9] L.I.Kveglis, Superlattices and Microstructures, 46(2009), no. 2, 114-120.

[10] I.M.Tsidilkovskiy, Thermomagnetic phenomena in semiconductors, Moscow, Fizmatgiz, Se-
ries "Physics of semiconductors and semiconductor devices", 1960.

[11] R.Abylkalykova, A.Dzhes, L.Kveglis, F.Noskov, M.Volochaev, A.Cherkov, Investigating de-
formation martensite in thinned samples and films of FeggMn13C alloy, Bulletin of the Rus-
sian Academy of Sciences: Physics, 78(2014), 330-332. DOI: 10.3103/51062873814040030

[12] A.G.Gurevich, Fizika tverdogo tela : ucheb. posobiye dlya studentov fiz. spetsial’nostey
un-tov i tekhn. un-tov, SPb.: Nev. Dialect, 2004 (Akad. typ. Nauka RAN) (in Russian).

Craap 110I'13JI. TepmMoMarauTHbie U TaJbBAHOMATHUTHBIE
3¢ddeKThI B ee IJIeHKaX

Tumyp B. Pageen

Cubupckuii deepasbHbIl YHUBEPCUTET
Kpacnosipck, Poccuiickast @enepariust
Mwuxaun B. [Jopoxun

FOpuii M. Ky3neros
HanmonansHblil ncciaenoBaTesbckuii TocynapcTBennblit yausepcuretr um. H. U. JlobaueBckoro
Huxauit Hosropog, Poccuiickas @enepariust
JIrommuaa U. Kserauc
Baagumup B. IleBuyk
Cubupckuii dejiepaibHblii YHUBEPCUTET
Kpacnosipck, Poccuiickas @eeparius

Amnnoranusi. B crarpe mokazana BO3MOXKHOCTH YIIPABJIEHUSI MATHUTHBIMI CBOMCTBAMU 38 CIET MOJLYJIs-
muu a3 B IJIEHKe TIPU BAPHbUPOBAHUHN TEMIIEPATYPHI POCTa CTPYKTYPHI. Tak, Ipru HU3KUX TeMIIepaTypax
dopMuUpyeTCcsi IJIEHKA € OChIO JIEFKOTO HAMArHUYMBAHUS B IJI0CKOCTH. [lOBBINIEHNE TEMITEpATyphl MIPU-
BOJUT K M3MeHEHHIO (Pa30BOro cocraBa IteHKU. [lokazano, 4yTo Hagm4dne nake HEOOJIBIION KOMIIOHEHTHI
BEKTOpa HaMarHWYeHHOCTH B IePHEeHUKY/IAPHOM HallpaBJIeHUU IPUBOAUT K BO3HUKHOBEHHUIO TepMOMAar-

HUTHOTO 3{deKTa 6OTBIION OTHOCHTENIHHO TEIJIOBBIX IITyMOB BEJINIUHBI.
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Abstract. In the last decade, ultraviolet detectors have received significant attention due to their
widespread use in civil and military fields. In this work, we have studied the effect of radiation of different
ranges (UV and visible) on the spectral properties of CdTe quantum dots and wide-gap graphene QDs.
The results obtained can be used to create an integrated UV radiation detector based on new physical
principles.
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Introduction

Radiation sensors in the UV spectral range have been of great scientific and practical interest
for a long time. This is due not only to new scientific data on the effect of UV radiation on human
life and health, but also to the awareness of the fact that a number of tasks of an industrial,
medical, environmental, security nature can be solved with the help of such sensors [1-4].

At present, the search for new materials for sensors that record the ultraviolet radiation dose
is being actively pursued. Thus, the authors of [5] proposed methylammonium lead chloride
(MAPDCI3) as a material for a UV sensor, on the basis of which a relatively fast detector
insensitive in the visible region was obtained. The possibility of detecting ultraviolet radiation
was found in a metal-insulator-metal (MIM) structure with carbon-boron nitride [6]. One of
the promising materials for UV detection is nanostructured ZnO, in the form of nanodisks [7],
nanowires [8] and colloidal quantum dots [9].

The study of the quantum dots (QDs) optical properties is becoming increasingly important
in connection with the possible application of semiconductor nanostructures in science and tech-
nology, namely in UV sensors. Quantum dots are semiconductor nanoparticles, the electronic
properties of which differ significantly from the properties of a bulk material. Quantum dots have
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found applications in photovoltaic systems such as light emitting diodes and flat light emitting
panels, lasers, solar cells and photovoltaic converters, as biological markers, i.e. wherever vari-
able, wavelength-tunable optical properties are required. Their properties are useful for medical
technologies, optoelectronic devices [10-14], etc.

A number of works performed in recent years are devoted to the study of the stability of
quantum dots and ways to increase it. The photostability of CdSe / ZnS quantum dots and
multilayer graphene was studied in the work [15]. A correlation was established between the
quantum yield of QD luminescence and their photoelectric properties in hybrid structures. It is
shown that a decrease in the quantum yield of QD luminescence as a result of the adsorption of azo
dye molecules 1- (2-pyridylazo) -2-naphthol on the QD surface and a photoinduced increase in the
quantum yield of QD luminescence is accompanied by a symbatic change in the photoconductivity
of the structures.

The spectral properties of mixtures of colloidal CdS quantum dots with an average diameter
of 2.5 nm and methylene blue molecules dispersed in gelatin are studied. The study by the
authors of the works [16] established the manifestations of their hybrid association. An increase
in the intensity of methylene blue luminescence in the presence of CdS quantum dots is found.
A model of this effect is proposed, based on the transfer of the electronic excitation energy from
the luminescence centers of the CdS quantum dot to methylene blue molecules.

The paper proposes a [17] technique for the successful replacement of the organic shell of
colloidal QDs of cadmium selenide of various sizes. It was found that the spectral parameters of
QD samples depend on the type of organic shell. It is shown that the morphology of structures
does not depend on the size of QDs, but is determined by the chemical composition of the
organic shell. A spectral analysis of the luminescence of QD-based superstructures showed that
the position and intensity of the luminescence band strongly depends on the quality of the QD
surface passivation. Previously, the photostability of CdTe colloidal quantum dots was considered
in the work [18]. These objects were sensitive to UV radiation, however, their physical properties
change significantly, which probably will not allow their use as a material for a UV radiation
detector.

The aim of this work is to study the comparative characteristics of the photostability of
colloidal CdTe quantum dots and wide-gap graphene quantum dots when they are irradiated
with continuous radiation in the visible and UV ranges.

1. Materials

We studied water-soluble CdTe quantum dots stabilized with thioglycolic acid with a flu-
orescence maximum at 550 nm (PlasmaChem) and graphene colloidal quantum dots (CQD)
quantum dots (Sigma Aldrich). The molar concentration of CdTe quantum dots in the solution
was C' = 3-107% M, the concentration of graphene dots was C' = 1-1075 M [19]. The struc-
ture and local elemental composition of the samples were examined on a JEM-2100 (JEOL),
high-resolution transmission electron microscope equipped with an Oxford Inca x-sight energy
dispersive spectrometer at an accelerating voltage of 200 kV (Fig. 1).

2. Experimental setup

Solutions for studying the photostability of quantum dots were placed in quartz fluorimetric
cells 10x10 mm in size. A DRSh-250-3M lamp operating in a glow mode was used as a light
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Fig. 1. Physical properties of nanoparticles: electronic photographs of HR TEM CdTe (a),

optical properties: absorption and photoluminescence spectra (b) and HR TEM CQD (c) and
(d), respectively

source for irradiating the cuvettes. The emission spectrum of the DRSh-250-3M lamp is shown
in Fig. 2a. It is a series of bright lines lying in the range from 275 to 600 nm. The selection of
ultraviolet and visible ranges was carried out using an appropriate set of light filters, respectively
(Fig. 2b and Fig. 2c¢).

The power was measured using an IMO-2N average power and laser radiation energy meter,
and was equal to P = 0,067 W. The same intensity in all experiments equal to I = 379,3 W/cm?.

The absorption spectra of the solutions were investigated using a Lambda 35 spectropho-
tometer (PerkinElmer), and fluorescence spectra using a Fluorolog 3 fluorometer (Horiba Jobin
Yvon) at room temperature.

3. Experimental results

Irradiation with UV and visible ranges of the studied quantum dots was carried out for 60
minutes for each of the samples. The luminescence and absorption spectra were recorded before
the beginning of irradiation, during the course with an interval of 10 min, and after irradiation.
The evolution of the absorption and luminescence spectra is shown in Figs. 3 and 4.

As can be seen from the figures, the effect of ultraviolet radiation on CdTe quantum dots
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leads to a significant decrease in both absorption and luminescence depending on the exposure
time. In this case, exposure to radiation in the visible range leads to a significantly smaller
change in these characteristics. In the case of graphene quantum dots, irradiation in both the
visible and UV ranges has a smaller effect on the absorption and luminescence spectra.

For further analysis of the data obtained, the dependences of the magnitude of the maximum
of the luminescence intensity and absorption were plotted, normalized to the magnitude of the
maxima before the start of irradiation (Fig. 5).

As can be seen from Fig. 5, irradiation of the CdTe quantum dot solution with the UV
range of the spectrum leads to a decrease in the maximum intensity of both absorption and
luminescence. The initial increase in the maximum absorption intensity is associated with an
increase in scattering by large agglomerates of particles formed during irradiation with ultraviolet
light. The mechanism of the effect of UV radiation on quantum dots is considered in detail in
the work [18]. At the same time, the maximum intensity for the control sample and the sample
irradiated in the visible range practically does not change within the measurement error.

The behavior of graphene quantum dots is different. The luminescence intensity remains for
all 3 samples within the measurement error. In the absorption spectra of graphene quantum dots,
a decrease in intensity is observed upon irradiation with UV light. In contrast to CdTe quantum
dots, no increase in the absorption intensity is observed at the initial stage, which suggests that
these quantum dots do not form, at least at the initial stage, aggregates.

Fig. 6 shows the change in the luminescence and absorption wavelength maxima of quantum
dots with the time of irradiation in different ranges.

Fig. 6a shows that the change in the maximum of the luminescence wavelength with the time
of irradiation practically does not occur in all three CdTe samples. Note that the wavelength
of the absorption maximum shifts to the region of shorter wavelengths, when irradiated with
UV light, which is associated with a decrease in the size of individual particles, and the spectral
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position of the absorption maxima of samples numbered 1 and 2 (control and irradiated in the
visible range) is practically match.

At the same time, the position of the absorption and luminescence maxima of graphene quan-
tum dots practically does not undergo any changes, which suggests that the sizes of individual

particles remain constant.

Conclusion

Colloidal graphene quantum dots and CdTe investigated in this work retain their optical
and structural properties when exposed to radiation in the visible range, which is important
for a number of their applications, for example, as solar cells. At the same time, their optical
properties change when exposed to UV radiation. The latter allows them to be used as detectors
that allow determining the dose of the radiation received. At the same time, the effect of UV
radiation on CdTe quantum dots manifests itself in the form of a shift in the absorption maxima
and an increase in optical density in the region of the first exciton transition due to particle
aggregation and light scattering by large conglomerates, which leads to the need for additional
processing of spectra. In the case of graphene quantum dots, the effect of UV radiation manifests
itself in a decrease in the absorption maximum, which directly makes it possible to judge the

received radiation dose.
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Awnnoranus. B nociiennee gecaruierne yabTpaduoIeTOBbIE I€TEKTOPDI IIPUBJIEK/IM 3HAYATEHHOE BHU-
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Abstract. We find a computational algorithmic task and prove that it is solvable in polynomial time
by a non-deterministic Turing machine and cannot be solved in polynomial time by any deterministic
Turing machine. The point is that our task does not look as very canonical one and if it may be classified
as computational problem in standard terms.

Keywords: deterministic computations, non-deterministic computations.

Citation: V.V.Rybakov, A Short Essay towards if P not equal NP, J. Sib. Fed. Univ. Math. Phys.,
2021, 14(2), 258-260. DOI: 10.17516,/1997-1397-2021-14-2-258-260.

1. Definitions and Formulations

To recall notation, P is the class of all computational tasks (problems) which may be solved
by deterministic TMs in polynomial time, NP is the class of all computational tasks (problems)
which may be solved by none-deterministic TMs in a polynomial time. Terminology and defini-
tions concerning Turing Machines (TMs) and basics of mathematical theory of computation are
supposed to be known for the reader.

What is a computational algorithmic task (problem)? Recall first what is a computable
function? That is a function which may be computed by a TM. So, what is a solvable computable
algorithmic task (Problem)?

That is a task which may be solved by a TM by an algorithm written in its program. That is
— being passed by input data on the tape, TM works in accordance with its program and stops
giving required output data (or just answer - yes - no -, if the task is a recognition of the input
data).

We start by definition of the computational problem Pr. Consider the following computa-
tional task. It is a precise formal version of the Problem of Braking Coded Lock.

We model it by a Turing machine with the alphabet containing 0 and 1, an amount of marks
for internal states ¢;,j € J, etc., as standard for a deterministic Turing machine etc. For any
given set (ai,as,...,a,), where a; = 0 or a; = 1 we consider it as the code for our codded lock.
We wish to open it. We describe below a TM solving this task.

(1) We put first (a1,as,...,a,) in the tape of TM and isolate in the final its part putting
before first symbol a; a mark ¢ showing that here we put the code. The machine cannot enter
this part for any state before TM comes to comparison state. The tape cannot be extended after
an. The part ay,ao,...,a, cannot be edited.

(2) We then first put in the input of our TM any trial code (c1,ca,...,¢,), (¢; = 0,1)
extending the tape to the left and compare it with (a1, ase,...,a,). If we get total coincidence
we put (a1,as,...,a,) outside and answer YES.

*Vladimir _Rybakov@mail.ru
© Siberian Federal University. All rights reserved
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(3) If (c1, ¢, . . ., ¢py) does not coinside with (a1, as,. .., a,) at first met convergence we delete
immediately from the tape of TM all (¢1,¢2,...,¢,) and only after this we get internal state of
TM which only allow to move to the beginning of the tape.

(4) Then we start an early chosen, fixed and written in program of our TM algorithm A
generating new trial code (c1,ca,...,¢,) and continue the comparison as in (2).

2. Results

We assume the algorithm A to be fixed, written in the instructions of our TM and might be
applied for any given code (a1, as,...,a,). So our TM models both sides — codded lock owner,
and code lock cracker.

Lemma 1. Pr is a computational algorithmic computational task (problem) which is solvable in
exponential time for some algorithm A for any given code.

Proof. There are many known algorithms A doing this task in exponential time. The problem
is algorithmic since we (may use) are using distinct algorithms A, computational as we use
computations by TM.

It is time to emphasise here that the solution of the problem Pr consist of ONLY search
(invention) and construction the algorithm A and writing it in the memory in commands of TM.
Nothing else to do is prohibited. We cannot change the conditions, demands of the task. We are
only allowed to find and construct algorithms A.

Lemma 2. Pr is a computational algorithmic task (problem) which is solvable in polynomial
time by a non-deterministic Turing machine.

Proof is again evident. Just to take non-deterministic instructions in A while generating the
input I = {e1,...,¢n} (we need only n steps and 2n instructions to do it), and then we need
only polynomial time to make comparison. O

All is fine, but the question is: where the proof that Pr cannot be solved in polynomial time
with deterministic machine is? Here is the proof.

Lemma 3. Pr cannot be solved in polynomial time by a non-deterministic Turing machine.

Proof. Assume that there is a deterministic algorithm A solving this problem in polynomial
time for any code (aq,...,a,) (working in accordance with the conditions (formulation) of the
problem Pr as description above). Since the task does not allow to use the internal results of
comparison trial inputs (cy, ..., ¢,) with the code of the lock (a1, ...a,), after rejecting the trial
input c¢y,...,c, the machine TM again comes to generating new example cy,...,c,, and then
new one and so on, without any additional information about reason of rejecting - which symbols
do not coincide.

The point here is that for any very initial trial input (¢y,...,¢,) the sequence of these new
trial inputs c¢yq,...,c, will be exactly the same as for any another given very first trial input
(before finding (accepting) (a1,...,a,) and stopping). Why so? Because the algorithm A is
deterministic — the sequence of steps and generated trial inputs cy, ..., ¢, from A is predefined
and does not depend on real value rejected trials cq, ..., ¢y, only it knows — if the trial does not
coincide with the code (ay,...,a,) — we continue, generate a new one.

So, in any k-th step of applying A it generates at most k different trials ¢y, ..., ¢,. Let then
ai,...,ay be the tuple which does not belong to trials which may be generated by A in its 2" —1
consequent applications. Then if aq,...,a, is taken as the code our TM will require at least 2"
steps before crack aq, ..., ay,.- a

Thus as the result we have
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Theorem 4. PR NP and PR ¢ P, so P # NP.

Clearly that the interest to non-deterministic computation comes (primarily?) from famous
Cook-Levin theorem, cf. [1]. There is a big amount of papers towards if P = NP or P # NP,
cf. [1-4].

We do not touch in this short notice complexity theory and the problem satisfiability in
Boolean logic and hence the famous Cook-Levin theorem. Just we would like to emphasize that
if not to fix very precisely the meaning what is a computational algorithmic problem — it may
confuse the researchers and put efforts aside. So, if we use general — and very plausible and even
rather convincing interpretation — as in this paper — we shortly obtain the negative answer on
if P = NP. Though questions about behaviour of Turing machines and how algorithms work on
them in accordance with their programs and precisely specified tasks are definitely computational
algorithmic problems (maybe internal ones — but nonetheless). Therefore the question of what
is a computational algorithmic problem definitely needs clarification.

This research is supported by High Schools of Economics (HSE) Moscow; supported by the
Krasnoyarsk Mathematical Center and financed by the Ministry of Science and Higher Education
of the Russian Federation (Grant No. 075-02-2020-1534/1).
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3aMeTka o mpobjeme pasBernctBa P u NP
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Awnnoranusi. B crarbe BBOAUTCS airopuTMuYecKas mpobeMa W JTOKa3bIBAETCs, 9TO OHA Pa3permMma
3a MMOJIMHOMHUAJILHOE BpeMsl Ha HEeJIeTEePMUHHUPOBAHHBIX MAIMHUHAX THIOPUHIa W HE PENIaeTcs 3a IMOJTUHO-
MHAJbHOE BpEMsI Ha JIETEpPMUHHPOBAHHBIX MaluHax TbiopuHra. B To »Ke Bpewmsi, BBeJeHHas IpodJieMa
He BBIIVISAUT KaK CTAH/IapPTHAasl B OOIIEIPUHSTOM MTOHMMAHWHN U HE CAMOOYEBUIHO MOXKET JIU OHA OBITH
KJIaccupuImpoBaHa KaK KAHOHUYIECKAs.
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- 260 —



	J_MATH_1_цв
	мат.физ.14.2

